Abelian Varieties

October 13, 2025

These notes are based on a course of the same title given by Professor Tony Scholl at Cambridge
during Lent Term 2025. They have been written up by Alexander Shashkov. I have added details
to certain proofs which we did not cover in full, and made a few off-hand remarks. As a result,
there are likely plenty of errors, which are my own.
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1 Introduction

1.1 Motivation

Let E be an elliptic curve over a field k. This means that F is a proper, irreducible curve over k
whose points form a group. We have the following facts:

(i) E can be embedded as a nonsingular cubic E < P2,
(ii) The group law on E' is commutative.

(iii) If k = k is algebraically closed, F(k) is a divisible group and Vn > 1, E[n] = {x € E(k)|nz =
0} is finite. If char(k) = 0 or char(k) = p and p { n, E[n] = (Z/nZ)?. If char(k) = p, then
Elp"| =2 Z/p"Z or 0.

Definition 1.1. A divisible group G is a group where any element is divisible by any positive
integer. So for all z € G and n € Z>1, there exists y € G such that ny = x.

(iv) E(k) = CI°(F) with the isomorphism given by P — (P) — (0). This is known as Abel’s
theorem, or the Abel-Jacobi theorem.

Definition 1.2. The degree 0 divisor class group ClO(E) is the group of all degree 0 divisors
divided by the group of all degree 0 principal divisors. In many cases (and for all projective
varieties) it seems like all principal divisors have degree 0.

Most of the above facts can be proved using the elementary methods, namely the equation
defining an elliptic curve and the group law, as well as the Riemann-Roch theorem.

An Abelian Variety is a higher dimensional analogue of an elliptic curve. This means that it is
a proper variety X over a field k whose points form a group (in some sense). We have the following
analogues of the 4 properties of elliptic curves listed above:

1. X is a projective variety, but there might not be a nice set of equations defining it.
2. The group law (which we have not defined) is commutative.

3. If k = k is algebraically closed, then X (k) is a divisible group and X[n] = (Z/nZ)?>4™X if
char(k) { n, and if p = char(k) > 0, then X[p"] = (Z/p"Z)? for some 0 < j < dim X.

~

4. There exists another abelian variety X , called the dual abelian variety, such that X (k) =
Pic’(X) = CI°(X) C Pic(X). Additionally, there is a surjective homomorphism X — X with
finite kernel.

The first half of this course is a continuation of algebraic geometry. We will study two different
topics:

1. We will prove more things about the cohomology of coherent sheaves.
2. We will find out that the Riemann-Roch theorem is about two different things:

(a) dim HO(X, L) — dim HY(X,£) =1 — g + deg L.
(b) HY(X, L)V = H(X, 0L ® L).



1.2

Conventions
Rings are commutative with 1, and ring homomorphisms take 1 — 1.
If f: A — B is aring homomorphism, then B is an A-algebra.

An A-module is finite if it is finitely generated, so there exists a surjective homomorphism
A" — M.

An A-algebra B is finite if it is finitely generated as an A-module.

An A-algebra B is finite type if it is finitely generated over A, so there exists a surjective
homomorphism ¢ : Alz1,...,2z,] — B.

A finite type A-algebra B has finite presentation if the homomorphism ¢ defined above is
finitely generated.

If A is Noetherian, finite type implies finite presentation.
For most of this course, we can assume that rings are Noetherian.

A family of elements of a set S is (z;);er, or a function I — S, for some set I.

2 Varieties over a field

In classical algebraic geometry, a variety is a closed irreducible subset of A™(k) = k™ or P"(k), and
we take k to be algebraically closed.

We also might take an open subset of a projective variety, which is a quasi-projective variety.
There exist proper schemes which are non projective.

Even in classical AG, non-algebraically closed fields appear. Take some morphism f: X — S.
We counsider X as a parameter space, and the fibers of f (meaning the schemes X, = X xy
Spec k(s) for each s) can be not algebraically closed. I think he is talking about the residue
fields k(s) specifically?

For the purposes of this course, we use the following definition of a k-variety.

Definition 2.1. Let k be a field, and % its algebraic closure. A k-variety (orﬁa variety over k) is a
k-scheme X which is separated, of finite type, and such that X Xgpecr Speck is integral (reduced
and irreducible).

By separated and of finite type we mean that the structure morphism X — k is separated and
of finite type.

The condition that X Xgpecr Speck is called being geometrically integral. In general, being
geometrically [property] means that the base change to k has [property].

Example 2.2. If k = R, then X = SpecR[T1,T5]/(T? + T4) is not a variety. The base change to
C is reducible.



Example 2.3. If k = F,,(t) is a function field, then X = Spec k[T, T5] /(T — tT3) is not a variety.
X7 is not reduced because TV — t75 = (T — tY/PT5)P in k.

Proposition 2.4. If X and Y are k-varieties, then so is X X Y.

Proof. First we reduce to the case where X = Spec A,Y = Spec B (exercise).

In this case we have that X x; Y = Spec A ®; B, this is of finite type because A and B are of
finite type (just take the tensor product of the generators of A and B).

We have that X xj Y is separated because it is affine (Hartshorne Prop 2.4.1).

It remains to show that Spec A ®j, B is geometrically integral. It suffices to show that

(A®y B) @k k = (A®y k) @z (B®y k) (2.1)

is an integral domain. By assumption A ®j k and B ® k are integral domains. So it suffices to
show that if k = k is algebraically closed, and A, B are finite type k-algebras and integral domains,
then A ®; B is an integral domain.

If not, then there exists some relation

O ai®b)(> aj @) =0. (2.2)

WLOG, we may assume that the sets {b;} and {b;} are each linearly independent, and a;,a} are

nonzero. Thus aja) # 0, so the distinguished open set D(aja}) # 0 in Spec A. Thus there exists

a maximal ideal m € D(aya}), so a1a] ¢ m, and A/m = k because k is algebraically closed. Here

we use that there exists a maximal ideal not containing ajaf, this is true because A is a finite type

k-algebra which is a domain, so the intersection of all the maximal ideals is 1/(0) = (0). Also, we

use that A/m is an algebraic extension of k, which is a consequence of the Nullstellensatz.
Anyways, we reduce our zero relation mod m, so we have that

O @meb)(d d@b;) =0 (2:3)

in (A/m)®y B = k®, B = B. But since B is a domain, this means that > @; ®b; = 0. But then by
the linear independence of the b;s, we have that @; = 0 for all 7, so in particular a; = 0, so a; € m,
S0 aja} € m, so ajaj € m, which is a contradiction. O

Let X be a k-variety, so it is an integral scheme which has a unique generic point n € X,
and Ox,, = k(X) is a field, the function field of X. Now, given a cover of X by affine schemes
U; = Spec A;, we have that A; is a finitely generated k-algebra, and k(X)) is the fraction field of A;,
so k(X)/k is finitely generated over k as a field extension (this means there is a surjective morphism
k(Th,...,T,) — k(X).

Proposition 2.5. If X is a k-variety, then k is algebraically closed in k(X).

Proof. This means that for any a € k(X), a being algebraic over k implies that a € k.

Suppose not. Then there exists a € k(X) which is algebraic over k, such that k C k(a) C k(X).
Since k(X) = Ox,y, there exists a nonempty open affine Spec A = U C X such that a € A C k(X).
Explicitly, we can take any open affine V' = Spec B, and a will be an element of Frac(B), so a = b/t
with b,b" € B, and then we can take U = D(b’) = Spec By.

We then have that Spec(A ®j k) = U C X7, and since k(a) C A because A is a k-algebra, we
have that k(a) ®, k C A ®; k. But since a ¢ k and k is the algebraic closure, a € k and k(a) ®4 k
is not an integral domain, so A ®y, k is not an integral domain, so X7 is not an integral scheme,
contradicting geometric integrality. O



Remark 2.6. The converse theorem is not true in general, but is true if k is perfect.
Over a non-perfect field, there can exist X integral, separated, finite type over k, but not
geometrically integral, so not a variety, such that k is algebraically closed in k(X).

Definition 2.7. 1. A variety X is projective if there exists a closed immersion X < P}.

2. A variety X is affine if there exists a closed immersion X — A}.

3. A variety is quasi projective if it is an open subscheme of a projective variety.
Theorem 2.8. P} is a proper scheme over Speck. More generally, P}, — SpecZ is proper.
Proof. Hartshorne Theorem 2.4.9. O
Corollary 2.9. FEvery projective k-variety X s proper over k.

Proof. By Hartshorne Corollary 2.4.8, a closed immersion if proper, and the composition of two
proper morphisms is proper, so X <= P}’ — k is proper. O

We next state a “basic finiteness theorem” which will be useful for the next result.

Theorem 2.10. Let f : X — Spec A be a proper morphism, A Noetherian, and F a coherent
Ox-module. Then T'(X,F) is a finite A-module.

I’'m not sure how hard it is to prove this. We need it for the next result.
Theorem 2.11. If X is a proper k-variety, then T'(X,Ox) = k.

Proof. Applying Theorem we have that T'(X,Ox) = B is a finite k-algebra, and B C k(X)
because X is integral. But since k C B C k(X) and B is a finite k-algebra, B is a finite field
extension of k contained in k(X), so by Proposition B=k. O

There are many proper varieties which are not projective. Hironaka gave a few examples which
can be found in Hartshorne.
Next we have two useful results.

Definition 2.12. A morphism f : X — Y of integral schemes is birational if there exists a
nonempty open set V C Y such that f~*(V) — V is an isomorphism.

Note that f~1(V) C X and V C Y are dense open sets because X,Y are integral and thus
irreducible topological spaces.

Lemma 2.13 (Chow). If X is a proper k-variety, then there exists a birational morphism f : X' —
X where X' is a projective k-variety.

We will prove this below.
Theorem 2.14 (Nagata). Fvery k-variety is an open subscheme of a proper k-variety.

This theorem is much harder to prove. Here is also a more general version of Chow’s lemma, a
proof of which can be found in the Stacks project.

Lemma 2.15 (General Chow’s). Let S be a Noetherian scheme, g : X — S a proper morphism.
Then 3 a surjective f : X' — X such that X' is a closed subscheme of P% and there exists an open
dense U C X such that f: f~Y(U) — U is an isomorphism.



Now we sketch a proof of Chow’s lemma.

Lemmal213 Let X = |J;~, U; be an affine open cover. We can take a finite open cover because
X is of finite type over k. Since each U; = Spec A; is a finitely generated k-algebra, for each 1,
Ui — A} for some n;, as A; = k[x1,...,xy,]/]; for some ideal I;. Let U’ C P* be the closure
of U; in P}, with the reduced subscheme structure. This is the unique structure on U; which
makes U — P} a closed immersion, and such that U} is a reduced scheme. The construction is
essentially by constructing a quasi-coherent sheaf of ideals, and then taking U; to be the associated
closed subscheme.

Then U;NA}" = U; and U/ is a variety (why?). So now let U = (U; — [[ A} be the “diagonal
embedding”. This is a closed immersion.

I’'m going to leave the rest of this proof for later because I don’t really understand it. O

3 Differentials and nonsingularity and smoothness

Definition 3.1. Let ¢ : A — B be a ring map. Then there exists a B-module 3,4, the module of
(Kéhler) differentials, together with a derivation d = dp/s : B — Qp/a, which means an A-linear
map satisfying d(zy) = ydx + xdy. Qp /4 is universal for all A-derivations of B, which means that
if M is a B-module, and Der4 (B, M) is the set of all A-derivations D : B — M, then

Homp(Q2p/a, M) = Dera (B, M) (3.1)

via ¢ — D =1 odpss. Another way of saying this is that {2p/4 is initial in the slice category, or
satisfies the obvious universal property.

We construct Qg4 in two different ways:

1. Generators and relations: We set Qp,4 = P/Q where P is the free B-module on {[b]|b € B}
and @ is the submodule generated by [p(a)] for all @ € A and [b1ba] — by[ba] — ba[b1] and
[b1 + b2] — [b1] — [b2]. Then dp,4(b) is the image of [b] in P/Q.

2. Let y: B®4 B — B be the standard multiplication map b ® b — bb’, J = ker u. There are
two maps B — B ®4 B whose composition with y is the identity, them being b — 1 ® b and
b— b®1. Then J/J? is a B®4 B-module annihilated by J, so the two B-module structures
on it are the same. In particular, we have that if a @ c € J, then (1®@b—b®1)(a®c) € J?,
so defining b(a ® ¢) = a ® be or bla ® ¢) = ab ® ¢ makes no difference. We then define our
derivation

d:B—J/J*
b—=1®b-b®1. (3.2)
Proposition 3.2. There exists an isomorphism P/Q = J/J?, [b] mod Q — d'(b).
Remark 3.3. Let C = B®4 B/J2 Then B — B®4 A < C, I don’t understand this remark.

Remark 3.4. The differential has nice functorial properties. If



B— B

I

A— A

is a commutative square of ring maps, there is an induced B-module map Qp/4 — Q2p//4/ which is
transitive for B — B’ — B” and induces a B’-module map by extension of scalars: Qg4 ®p B’ —

QB//A/.
Proposition 3.5. If B’ = B®4 A’, then Qg @4 A" = Qp/a @p B' = Qpijar.
Proof. Exercise. U

In particular, if S C A is a multiplicatively closed set, and Sg is the image of S in B, then
Qg1p/g-14 = Sz'-Qp/a (3.3)

Example 3.6. If B = Alty,...,t,] is a polynomial algebra, then

Qp/a = P B(dt:) (3.4)

is a free module on the symbols dt;. Since B ®4 B = A[{t; ® 1,1 ® t;}] = A[{t; ® 1, 2;}] where
z;=1®1t; —t; ® 1, we have that J is the ideal generated by {z;}.

Next we define two exact sequences.

Proposition 3.7. Let A — B — C be a ring map. Then
QB/A®BC_>QC/A_>QC/B_>O (3.5)
is an eract sequence of C-modules, where the map Qc/a — Qcy/p is given by dojac — de/pc.

Proposition 3.8. If A - B — C = B/I be ring maps, where B — C' is given by the obvious
b— b+ 1, then
1/12—>QB/A®BC—>QC/A—>O (3.6)

is an exact sequence of C-modules, where the first map takes f + 1> — df ® 1.
The proof of both of these propositions is left as an exercise.

Corollary 3.9. If B = A[{z;}], C = B/({f;}), then

Qcja = @Cd%/(z df;) (3.7)

where df; =Y, %d%-

Example 3.10 (Differentials and separability). Let L/K be a finite extension of fields. Then L/K
is separable if and only if 2y k= 0.

We write K C K7 C L such that K C K is separable and K; C L is purely inseparable. Then
K, = K(a) = K|[t]/(g) with g(a) =0, ¢’(a) # 0, g irreducible.



Applying Corollary we have that
Ok, /x = K1dt/Kyg'(t)dt = (K (a)da) /(K ()g' (a)da) = 0 (3.8)

because ¢'(«) # 0. Then by Proposition with ring map K — K; — L, we have Qp /g, = Qp /.
Then if L/K is separable, we have that K; = L, so then Q,/x = 0.
Now, if L/K is purely inseparable, then K1 = K and K C Ko C L, where L = Ky(8) =

K>[t]/(h) with h(t) = t? — b, p = char(K) # 0. Then Qp x, = LdB/(Lh(B)d3 = Ldf3 because
h'(B) =0, s0 Qp/x # 0 by Proposition

Proposition 3.11. If A — B is a ring map, S C B multiplicatively closed, then
S_1B®B QB/A:S_lﬂB/Aggsle/A (39)

3.1 Sheafification

We now construct the Kahler differential for a general scheme S. Let f: X — Y be a morphism of
schemes. We will define a quasi-coherent sheaf (2x,y of Ox-modules and a f ~10y--linear map

d= dx/y :0x — Qx/y, (310)

the sheaf of relative differentials, or the relative cotangent sheaf. This sheaf will be functorial for
commutative squares, so if

X -9 .x

Jf/ J‘f
vy —L vy
is a commutative square and g, g’ are open immersions, then (¢')*Qx/y — Qx//y+ is an isomor-

phism.
Also if X = Spec B — Spec A =Y is a morphism of affine schemes, then Qx,y = Qp/4.

Definition 3.12. Recall that if X = Spec R, M an R-module, then M is a sheaf of Ox-modules
such that T'(X, M) = M, T'(D(f), M) = My, and (M), = M,.

If f: Spec " — Spec R, then f*M = M ®pr R'. In particular, if U = Spec R’ C Spec R is an
open affine, then M(U) = M ®p R’. }

A quasi-coherent sheaf is one which locally looks like M.

Now we begin constructing our differential. First assume that f is separated. Then the diagonal
map A : X — X xy X = X? is a closed immersion, so we have an ideal sheaf Za C Oxz, such
that Oxz/Za = A,Ox. Now, by some result on the Stacks project (29.31/01R1), since Za /Z% is
annihilated by Za, we have that Za /Z3 = A.Qx ,y for a unique quasi-coherent Ox-module Qx /y.

Now, suppose that j : X’ — X, Y’ — Y are open immersions such that f(X’) C Y’. We can
check that QX//y/ = Qx/y|xl = j*Qx/y. In fact, fA X - X’ Xy’ X'’ then IA/ = IA|X/><X’;
SO IA//Ii, = (IA/IXNX’XX“ Thus QX’/Y/ = QX/Y|X’~

If X = SpecB — Y = Spec A, then Zn = J, where J = ker(p : B®a B — B), so Qx/y =
T— T ~——

J)J? = Qp/a-

Now for the general case where f might not be separable. First we sketch the following nice

lemma about A.



Definition 3.13. Let f : X — Y be a morphism of schemes. Then f is an immersion if it is a
closed immersion followed by an open immersion.

Remark 3.14. Not every immersion can be written in the reversed form as an open immersion
followed by a closed immersion. But it is hard to find an example of this happening.

Lemma 3.15. Let f: X — Y be a morphism of schemes. The diagonal map A : X — X Xy X is
an immersion of schemes.

Proof. Write X = |JU;, U; = Spec A; such that f(U;) C V; for some open affine V; of Y. Then we
have
i X = V=JU xy, U (3.11)

But i1 (U; xy U;) = U, so i is a closed immersion because it is basically the union of the diagonal
embedding of affine schemes, which is a closed immersion (see the stacks). Further, we have that

JJUixv, Ui = X xy X (3.12)

is an open immersion by some other result in the stacks, so A = j o4 is an immersion. O

Now consider Zxy where V is a defined above to be the quasi-coherent ideal sheaf of Oy -
modules, and define Qx/y to be the associated quasi-coherent Ox-module it (IXCV/I)%C‘,). This
is independent of V because it vanishes away from the diagonal. Also, the functoriality of the
diagonal implies the functoriality properties.

To define the differential d = dx,y : Ox — Qx/y, it is enough to define it on each open affine
U = Spec B C X such that f(U) C V = Spec A C Y some open affine. We define Ox(U) = B —
Qx/y(U) = Qp/a by just taking dg/4. Then since we have a local morphism of sheaves, we can
extend it to a global one since it is nice.

Now that we have our construction finished, we can prove Proposition [3.11

Proposition[3.11l Let X = Spec B and X’ = Spec S~ B be schemes over Y = Spec A.
If S is generated by a finite subset, then X’ is open in X. Then Qx/y = Qg4 so Qx//y

—_—

Qx/vlx = S‘lQB/A by the properties of the twiddle operator. So Qg-15/4 = Qx//y(X') =
SilﬂB/A.
For an arbitrary, potentially infinite S, we pass to the limit. O

—
Since Qx/y = Qpya if X = Spec B — Y = Spec A, we can rewrite the two exact sequences in
terms of sheaves.

Proposition 3.16. Let

X Y S
be a morphism of schemes. Then we have an exact sequence

f*Qy/S _— QX/S _— Qx/y —— 0.

Proposition 3.17. Leti: Z — X be a closed subscheme given by a quasi-coherent sheaf of ideals
I=1Iz/x =0x, f: X =Y amorphism of schemes. Then we have an eract sequence



Next we show that {2x,y is coherent in certain nice situations.

Definition 3.18. A scheme X is locally Noetherian if every € X has an affine open neighborhood
Spec R with R Noetherian. An equivalent condition is that every affine open is Noetherian.

Let X be a locally Noetherian scheme. Then a quasi-coherent Ox-module F is coherent if
for every open affine Spec R = U C X, we have that F|y = M for M = F(U) a finite (finitely
generated) R-module.

It is enough to check coherence for a single open affine cover of X.

Remark 3.19. Hartshorne has the wrong definition of coherence for schemes which are not Noethe-
rian.

Proposition 3.20. Let f : X — Y be a morphism of schemes which is locally of finite type, and
Y be locally Noetherian. Then 2x,y is coherent.

Proof. First note the conditions of the proposition imply that X is locally Noetherian, since for any
Spec A =V C Y we have that f~!(V) can be covered by finitely generated A-algebras, which will
have the form B = A[Ty,...,T,]/I, and by Hilbert’s basis theorem B is Noetherian. Thus we can
cover X by Noetherian open affines.

The question is local on X, so we can assume that X = Spec B — Y = Spec A with A, B
Noetherian, and in particular B = A[Ty,...,T,]/I. It suffices to show that Qp,4 is a finite B-
module since the differential is functorial with respect to open immersions.

By Proposition we have surjection

QA[Tl,H.,Tn]/A ®AB:@BdTi —)QB/A. (313)

i=1
Since @ BdT; is a finite B-module (it’s a free module of rank n) we have that Qp,, is a finite
B-module. O
3.2 Tangent and cotangent spaces

Let X be a k-scheme, so we have a structure morphism X — Speck, and let x € X be any point.
Then we have a residue field k(z) = Ox ;/m, which will be a field extension of k since morphisms
of schemes correspond to morphisms of stalks. We will write x for the morphism Speck(z) — X
given by mapping * — x, induced by the map of stalks Ox ; = k(z) = Ox ,/m.

If x € X is a closed point this is a morphism of k-schemes.

Now, if F is any Ox-module, we define

Definition 3.21. The cotangent space to X at x € X is the k(x) vector space

T)*(/k,a; = Qx/p(x). (3.15)

Note that this is not the dual to the tangent space T in general.

10



Example 3.22. Let X = A}, then Qx /), = m is a free O x-module with basis dT1, . .. dT,.
So for any point x € X, we have T}, ,, = €D k(X)dT; since we have that

Qx/p(x) = (@ OXdTi> ®ox.. k(z)
=1 T

— @D k(x)dT:. (3.16)

In scheme theory, nilpotents play the role that infinitesimals play in calculus.

Definition 3.23. Let K be any field. Then the ring of dual numbers over K is K[e] = K[T]/(T?) =
K @ Ke. This is a local ring with maximal ideal (e).

The scheme Spec Kle| is non-reduced, and consists of only 1 point (¢). There is a canonical
closed reduced subscheme Spec K — Spec K [¢] given by the morphism K[e] — K sending € — 0.

Definition 3.24. Let X be any k-scheme. The (Zariski) tangent space to X at x € X is the set
Tx /1o = {k-scheme morphisms 6 : Spec k(x)[e] — X such that 6|gpecr(z) is @ : Speck(z) — X}
(3.17)
The idea here is that we start with some = : Speck(x) — X and enlarge it to a morphism 6 :

Speck(x)[e] — X. Intuitively, we think of the embedding of Spec k(x)[e] into X as a point x plus
a direction.

Theorem 3.25. There is a canonical bijection
TX/k,x — Homk(w)(T)*(/k’x, k(x)) = Homowi (QX/k,xa k(x)) (318)
so that T is the dual of T* (but maybe not the other way).

Proof. By localization, we have that Qx /i = Qo , /& and since Spec k(z)[e] is one point, every ¢
of the form factors through Ox ; — X. So we can replace X by Spec Ox ;.

Thus WLOG we have X = Spec A, where (A, m, k(x) = K = A/m) is a local k-algebra, z € X
is the closed point (the maximal ideal). Then

Tx /k,» = {k-algebra homomorphisms ¢ : A — K][e] such that Ya € A, p(a) mod ea}  (3.19)
where @ is given by A - A/m = K, a — @. Any such ¢ is of the form ¢(a) = @+ D(a)e, for some
map D : A — K which is k-linear. Now, ¢ is a homomorphism if and only if

v(aa’) = aa’ + D(aa')e
p(a)p(d)
=ad + (@D(d’) +d’D(a))e (3.20)

if and only if D is a k-derivation A — k. So ¢ — D is a bijection so we have a bijection
TX/k,:c — Derk(A, k) = HOmA(QA/k, k) (321)

Thus in particular T'x/y . is a k(x)-vector space. O
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Remark 3.26. The base field k doesn’t play much of a role here. We can replace Speck by any
base scheme S and define T)*(/S@, = Qx/g(z) for f: X — S and Tx/s, to be the set of morphisms
0 as above.

However, this generality is illusory because of the functoriality properties of the Kahler differ-

ential (basically the local property of it). If f(x) = s € S, then if Xy = X xg Speck(s) is the fibre
at s, then we have a commuting square

X, — 5 X
Speck(s) —— S
and we have that T)*(/Sx = T)*(s/k(s) s and Ty s =Tx, /(o)
Proposition 3.27. Let X be a k-scheme, x € X with the residue field k(x) = k. Then Qx/p(x) =

m,/m2 as k-vector spaces.

Proof. Both sides depend only on Ox ;. Thus we may assume that X = Spec A, where (A4, m) is
a local k-algebra with A/m = k. Consider the second exact sequence Proposition or for
k— A — A/m = k. Then we have an exact sequence

m/m? = Qup @ak =Tx/p, = Qs =0 (3.22)

so we have a surjection m/m? — T)*(/k o
Thus it suffices to show that the map m/m? — Q4 /k @4 k is injective, or equivalently, that the

dual map
Hom 4 (Q45, k) — Homy(m/m?, k) (3.23)

is surjective. Further, recall that by the universal property for €4/, we have that Hom (4%, k) =
Derk(A, k).
If D € Dery(A, k) and x,y € m, then D(zy) = (z+m)D(y) + (y+m)D(z) = 0 because z,y € m.
Thus we have that Dery (A, k) = Dery(A/m? k), because D € Derg (A, k) vanishes on m?.
As the sequence 0 > m — A — A/m = k — 0 is exact, it splits so A = k@ m. Further, we have
that A/m? = k @ (m/m?) with multiplication given by
(a,) (b, ) = (ab, ay + bz) (3.24)
which basically follows from
(a+2)(b+y) =ab+ (ay + bx) + vy (3.25)

and we have that ab € k, ay + bz € m, and 2y € m? so it is zero.
Thus given some ¢ € Homy(m/m2 k), we can extend it to a D € Dery(A/m? k) by writing
D = ¢ o, where 7 is the projection map A/m? =k @ m/m? — m/m?. O

Remark 3.28. If more generally k(z)/k is a finite separable extension, then Proposition
still holds with the isomorphism as k(x)-vector spaces, since )/ = 0 by Example and
A/m? = k(z) ® (m/m?) from Example sheet 1.

Example 3.29. If k = k, then Vo € X closed points we have that
T)*(/k,a: = mx/m?c' (3.26)

This is the definition of the cotangent space in some books.
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3.3 %A]gebraic interlude%
Lemma 3.30. Let A be a ring, ¢ : A™ — A™ an A-module map. Then

{p € Spec A | rank(p 94 k() : k()™ — k(p)") < 1} (3.27)
is a closed subset of Spec A.

Proof. The map ¢ ® k(p) is the induced map on k(p)-vector spaces.
The above set is equal to

p| all (r+1) x (r + 1)-minors of ¢ ® k(p) vanish} = V(I), (3.28)

where T is the ideal generated by all (r + 1) x (r + 1) minors of ¢. Basically, the (r + 1) x (r + 1)
minors are the determinants of dimension r + 1-subspaces. If they all vanish in A, then ¢ ®k(p) has
rank at most r. So if we take the ideal I containing all of them, then they vanish in k(p) = A,/p
if and only if I C p. O

Proposition 3.31. Let X be a locally Noetherian scheme, F a coherent Ox-module. Then
1. The function x — d(X) = dimy,) F(x) is upper semi-continuous.

2. If X reduced, then d constant implies that F is locally free of dimension d. Note that if F is
locally free, then the function d is locally constant.

Proof. 1. We need to show that (this is the definition of upper semi-continuous)
Z, ={x € X|d(z) > r} (3.29)

is closed for all r.
We can check this locally because being closed is local on a base, so assume that X = Spec A is
affine, A is Noetherian, and 7 = M for M a finite A-module. Let

A™m Y s A"M 0

be a presentation. Then Vx € X, the induced sequence

k(z)™ Pk ()

E(x)" M@y k() — 0
is exact by the right exactness of the tensor product.
So d(z) = n —rank(p ® k(z)). So
Z, = {z|rank(p ®@ k(x)) <n —r, (3.30)

which is closed by the lemma.

2. First, note that the reduced condition is essential, and we can consider counter-examples as
simple as X = Speck[e] and M = k as a k[e]-module.

Now, let d = d(z) be constant for all x € X. Being locally free is a local condition, so again we
can assume that X = Spec A, F = M. Suppose there exists a surjection

m: A% - M. (3.31)
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By hypothesis, 7 ® k(p) : k(p)? — M @ k(p) is an isomorphism for all p € Spec A. So we have an
inclusion
(A/p)* — M/pM. (3.32)
Thus kerm C ), p? C A4, and A is reduced so (p = 0, so M =2 A? is free.
In general, it suffices to show that for all m € Spec A maximal, there exists D(f) = Spec Ay

containing m with F|ps) = M\; free, as then F will be locally free.

Let k = A/m, and pick a basis M @4 k = @Pm; ®1, m; € M. Put M' = > Am; C M, so
M = M’ +mM. Pretty much M’ is M modulo m, so we add in 9 to get M. Then by Nakayama’s
lemma, there exists f € 1+ m such that f(M/M') = 0. Then

(mq) : A} — M}y = My (3.33)

because Ajlc —» MJQ via e; = m;/1, and MJQ = M/ by Nakayama.
So by the previous step, Mf is free. Also since f € 1+ m, we have m € D(f). O

Proposition 3.32. Let X be an integral k-scheme of finite type, d = dim X. Then Vz € X,
dimy, g T)*(/k’x = dimTx i, > d and we say X is smooth over k at x if equality holds, so the
dimension of the (co)tangent space is d.

We say X is smooth over k if it is smooth at all x € X.

Proof. Let n € X be the generic point of X. Then Proposition E part 1 applied to Qx/;, shows
that for all z € X, dimT% ), > dimT% ), = dimg Qk /), where K = k(z) = k(n). By question 6
on sheet 1, this is > the transcendence degree of K/k, which is d. O

Theorem 3.33. Let X be an integral k-scheme of finite type, dim X = d. Then
1. The set of smooth points of X, X°™, is open in X.
2. X is smooth at x € X if and only if 3U C X an open neighborhood of x such that Qx i|u = o

1s free of rank d.

Thus X 1is smooth if and only if Qx ;. is locally free of rank d.

3. Let k' /k be an algebraic extension (for instance take k' = k). Take the projection morphism
p: X' =X Xy Speck’ = X. Assume X' is integral, and for ' € X', let x = p(a’). Then X'
is smooth over k' at x’ if and only if X is smooth over k at x.
Note that p is surjective by the going-up theorem, so X is smooth over k if and only if X' is
smooth over k'.

Proof. 1. Applying Proposition [3.31] (i) to Qx /i, we find that the set of points where dim T)*(/k’m >
d + 1 is closed, and since dim TX/,W > d always, the set of points where dim T)*(/k,w = d is open.
2. If Qx/plv = Of, and x € U, then taking stalks gives the desired result.
Now let z € V = X®. Then
dimk(y) QX/k(y) =d (334)

for all y € V, and since X is reduced, by Proposition (ii) we have that Qx /|y is locally free
of rank d.
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3. By Proposition we have that Qx /= p*Qx g, s0
T)*(’/k’,x/ = T)*(/k,a; ®k:(w) k‘(l‘l) (335)

so the dimensions over the corresponding fields are equal and the fact that dim X = dim X' gives
the result. O

For varieties, we have a stronger result.
Theorem 3.34. Let X be a k-variety. Then
1. X®™ 4s non empty, so it is a dense open subset.

2. x € X if and only if Qx ;. is free in a neighborhood of x (and thus it will be free of dimension
d in this neighborhood).

Proof. 1. By Theorem m (iii), it is sufficient to prove that (X x, Spec k)™ # (), so assume that
k=k.

Let n € X be the generic point, and let K = k(n) = k(z) = Ox,,. By commutative algebra, be-
cause k = k and K/k is finitely generated, there exists Ko = k(t1,...,tq) C X purely transcenden-
tal, where d = dim X = trdegK, with K/ K finite, separable. Then Qg /1, = Qg /1K, K = @ Kdt;
by Sheet 1, question 6, and this equals T'% Tk Thus n € X®™.

2. By the first part, X is smooth over k£ at 1, and dim T)*c/k-,n =d=dimX.

Now, if 2 € X*™ we are done by Theorem [3.33] (ii).

If x € U is open such that Qy .|y is free, then n € U, and Qx /|y has to have rank d. So
x € X%, O

Remark 3.35. Morally, x is a smooth point if locally, X looks like Az in a neighborhood of z.
This is a “manifold like” condition.

Example 3.36. Consider the cubic Speck[u,v]/(v? — u(u — 1)?), chark # 2. At the point z =
(v,u — 1), we have that T)*(/k . = k%, but Qx/ is locally free of rank 1 on the open set X\{z}, so
x is the only non-smooth point.

Example 3.37. Qx/; being locally free isn’t enough for smoothness in general (but it is for
varieties).
Let k = F,(t), X = Spec K, where K = k({/t) = k(s), for s =t. Then X is integral, of finite
type over k, and dim X = 0. But we have that
Qx/k = Qxyp 70 (3.36)

as Qg = Kds # 0. So Qx/y, is free of rank 1, but dim X = 0, so X is not smooth over k.
This is because X is not geometrically integral.

Over algebraically closed k = k, there is another equivalent notion of smoothness. First we
recall two definitions of regularity.

Definition 3.38. Let (A, m) be a local ring of (Krull) dimension d with A/m = k. Then the
following are equivalent, and if either holds we say that A is reqular:

1. m can be generated by d elements e, ..., eq4.
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2. dimy m/m? = d.

In general, we have that the minimal number of generators of m is at least d by Krull’s principal
ideal theorem, so a local ring is regular if the number of generators is minimal.

The proof of the equivalence of these things is actually contained in the proof of the next
theorem.

Theorem 3.39. Let X be an integral scheme of finite type over algebraically closed k = k, and
dim X = d. Note that if we also assume X is separated, then X is a variety. Then x € X5™ if and
only if the local ring Ox 5 is regular.

Remark 3.40. Note that dimOx , = dim X as x € X is closed.
Also note that dim X = trdegk(z)/k.

Proof. As k(x) = k, we have that T, , = m,/m3 by Proposition Let ay,...,a, € m;. By
Nakayama, a1, ..., a, generate m; if and only if they generate m, /m3. So Ox is regular if and only
if dimm,/m2 = d. O

Remark 3.41 (Warning!). If k is not algebraically closed then the previous result can be false, so
we can have a non-smooth point with a regular local ring.
For instance, let X = Spec K, and let K/k be a nontrivial separable extension.

Example 3.42. The previous theorem can even be false for a k-variety if k is not algebraically
closed.

Take k = F,(a), p # 2, X = Speck[u,v]/(v? — uP — a) = Spec A. Then X is geometrically
integral because the defining polynomial is irreducible over k, and after checking the other conditions
we can see that X is a k-variety of dimension 1. Let © = p = (v,u? —a) = (v) C A. Then
A/p = k[u]/(uP — a) = k(/a). So x is a closed point and m, = vOx , C Ox . We then have that

Qa/p = (Adu @ Adv) /(Avdv) = Adu @ (A/vA)dv (3.37)

so dimx/,, = 1 for all y # z. But dim Ty, , = 2, so  is not a smooth point.
Over k, the equation for X becomes v? = (u — al/p)p, which clearly isn’t smooth.

Remark 3.43. Let X be an integral k-scheme of finite type over k, x € X, d = dim X. Then X is
smooth over k at x € X if and only if there exists an open affine neighborhood of x U = Spec A C X,
with

A= k[t1,~-~,tm+d}/(91,---7gm) (338)

such that the matrix M = (g?? (z)) has rank m.
J 1]
Given such a presentation, then 1%,  is the cokernel of M, and should have dimension d. The
other direction is harder, but standard.

3.4 Digression on finiteness and related conditions

Let X be a scheme. Recall that

e X is quasicompact (qc) if and only if X is a finite union of open affines. This is not really a
topological condition, but a finiteness condition.
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Some non-quasicompact schemes are | |
inverse limit of A}.

nezSpeck, and AR\ (0,0,...). Note that this is the

If X is a separated scheme, then the intersection of any two open affines is affine.
X is quasiseparated if the intersection of any 2 open affines is quasicompact.

A non-quasiseparated scheme is A7° U A?° glued together on the complement of the origin.
This is the infinite dimensional version of the line with doubled origin.

Fun exercise: find a scheme X = U UV with U,V affine such that UNV = | |, ., Speck. We
basically want an affine scheme Spec A which contains | |, ., Speck as an open subset.

Non-quasiseparated schemes rarely arise in nature, but non-separated schemes are fairly com-
mon.

We sometimes work with schemes which are quasicompact and quasiseparated (qcgs).

A morphism f : X — Y is quasi-compact if for all open affines U C Y, f~1(U) is quasi-
compact.

f is locally of finite type if for all x € X, there exists open affines © € U = Spec B C X,
f(U) CV =SpecA CY, such that B is an A-algebra of finite type.

This is equivalent to f~!(V) having an open affine cover by finite type A-algebras.
f is of finite type if it is locally of finite type and quasi-compact.

f is locally of finite presentation if it is locally of finite type and B is a finitely presented
A-algebra (if A is Noetherian this is automatic).

f is of finite presentation if it is locally of finite presentation, quasi-compact, and quasi-
separated.

X is locally Noetherian if every open affine is Noetherian.

X is Noetherian if it is locally Noetherian and quasi-compact.

Now let F be a sheaf of Ox-modules. Recall that

F is quasi-coherent if F|y & M where U = Spec A is an open affine and M is an A-module.
F is of finite type if there exists a surjection Of — F.

If X is locally Noetherian, then F is coherent if and only if M is finitely generated, so F is
quasi-coherent and of finite type.

For non-locally Noetherian schemes, there is a definition in Serre’s FAC paper. The one in
Hartshorne is wrong. Also, Ox might not be coherent.

F is locally free if for each 2 € X, there is an open neighborhood U such that F|y is free.

F being locally free implies that F, is a free Ox z;-module for all z € X.
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e But the converse is false:

4

Let X = SpecZ, M = {a/b € Q | b squarefree }. Then M, = 1/pZ,) for all primes p, so it
is free. But M ®zZ[1/n] is not free for any n > 1, so M is not locally free. Here, M ®zZ[1/n]
is the restriction of M to the affine open consisting of the primes not dividing n, all affine
opens of SpecZ are of this form.

Flatness and smooth morphisms

We review some things about flatness and define smooth morphisms, which are very nice.
Mumford once said “Flatness is an algebraic riddle which is the answer to many prayers”.
Let A be a ring, M an A-module

Definition 4.1. M is flat over A (or A-flat) if for any injection N < N’ of A-modules, M ® 4 N <
M ®4 N' is injective.
An A-algebra B is flat if it is flat as an A-module.

Here are a bunch of facts:

0.
1.

Any free A-module is flat. A flat module is one which “behaves” like a free module.

M is flat if and only if for every finitely generated ideal I C A, M @I - M ® A = M is
injective, so if and only if M ® 4 I = IM C M. This means we can check flatness on just
ideals, not all modules.

M if flat if M ® __is an exact functor. In general, M ® __is right exact, flatness implies left
exactness.

. Flatness is a “weak form of freeness”, which can be made precise with “equational flatness”

M is flat if and only if Ym4,...,m, € M, a1,...,a, € A with > a;m; = 0, there exists
€1,...,e. € M, bij € A with m; = Zbijej, such that Zaibij =0.

Compare this to a basis for a free module. If M is free, then we can choose our ¢;s from a
basis for M.

Direct limits of flat modules are flat. This is because as in the previous step, any relation will
live in a finite submodule of the limit.

The same result applies for filtered colimits, but not for arbitrary colimits. This is because
any module is a colimit of free modules. For example, Z/27Z, which is not flat as a Z-module,
can be written as the colimit of the diagram

/ /
~_2

. Let A — B be a ring map, M a flat A-module, then M ®4 B is a flat B-module.

. M is A-flat if and only if M, is Ap-flat for all p € Spec A. So flatness is a local condition.

If B is a flat A-algebra, M a flat B-module, then M is a flat A-module.
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8. If A is a field, then all A-modules are flat (because they are all vector spaces, which are free).

If Ais a PID, then M is A-flat if and only if M is A-torsion free. This can be seen by applying
property (1) to a principal ideal.

9. If A is Noetherian, M a finite A-module, then M is flat if and only if M is projective, so
M @& M’ is free for some M’, if and only if M is locally free on Spec A, if and only if M, is
free for all p € Spec A.

Here are some basic facts about flatness and cohomology.

Proposition 4.2. Let

n—1 mn
ey Kn—1 d Kn d Kn+tl ...

be a complex of A-modules and A-linear maps (so that d" o d"~* = 0 for all n). Let M be an
A-module. There is a natural homomorphism

H'"(K)®a M — H" (K ®4 M) (4.1)
which is an isomorphism if M is A-flat.
Proof. We have that H"(K) = ker d"/im d"~!. Then we have exact sequences

0 — kerd” Kn — 4, gntl

and by the functoriality of _ ® M we get a morphism
o:kerd” @4 M — ker(d" ®id). (4.2)
We also have an exact sequence
Kt 2 kerd” ——— HY(K) —— 0
Tensoring preserves exactness:
K'l@M —— kerd"®@M —— H'(K)@ M —— 0

ST

K" '@ M — ker(d” ® id) H" 0

The map A exists because the rows are exact and the other two vertical arrows exist. If M is flat,
then o is an isomorphism, so A is also an isomorphism. O

Definition 4.3. Let f : X — Y be a morphism of schemes, x € X. Then f is flat at z if Ox , is
a flat Oy ¢(,)-algebra and f is flat if it is flat at every x € X.

A quasi-coherent Ox-module F is flat over Y if F, is Oy y)-flat forallz € X. So f: X =V
is flat if Ox is flat over Y.

IfY =X, f: X — X the identity, then if 7 a quasi-coherent O x-module is flat over X, we say
it is a flat O x-module.
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1. Spec B — Spec A is flat if and only if B is A-flat.
2. Open immersions are flat because Ox , = Oy, f(4)-
3. Closed immersions are rarely flat because A/I typically has torsion as an A-module.

4. If X,Y are k-schemes, then X ®, Y — Y is flat because A ®; B is flat over B as A is k-flat.

Remark 4.4. Morally, a flat morphism can be thought of as a continuously varying family. Read
Hartshorne III.9.

Proposition 4.5. Let f : X — Y be a morphism of integral schemes of finite type over k. If f is
flat, then for all closed points y € Y, and for all irreducible components Z C f=(y) C X of the
fiber at y, then

dim Z + dimY = dim X. (4.3)

So a flat morphism is like a projection. Since X x; Y — Y is flat, and we have f~1(y) = X, we
get dim X +dimY =dim X x; Y.

Example 4.6. Let f : A7 — A? be given in coordinates by (u,v) — (u,uv). Then if u # 0 the
fiber of f above (u,w) is (u,w/u). But f71(0,0) is a line, so f is not flat (blowup?).

Example 4.7. Although fiber dimension is constant in a flat family, other things can vary. Let
Y = Speck[t] = A} and consider the injections into X; = Speck[z,y,t]/(zy — t) and X, =
Spec k[x,y,t]/(x® — ty). The fibers over ¢t = 1 are 2y = 1, and y = 22, respectively, which are nice
and integral. But the fiber of X; over ¢ = 0 is xy = 0, which is not reduced, and the fiber of X,
over t = 0 is 2 = 0, which is reducible. But note that the fibers all have the same dimension.

Example 4.8. Let f: X — Y = Spec A with A a PID (or a Dedekind domain). Then f is flat if
and only if Vo € X, Ox , is A-torsion free. So f is flat and X is integral with generic point n € X,
then Ox , is A-torsion free, so f(7) is the generic point of Spec A. So if f is proper, then f is
surjective, and in general it is dominant. A morphism is dominant if the image is a dense subset.

If Y is a regular scheme, then the converse of our dimension result is often true.

Theorem 4.9. Let f : X — Y be a morphism of integral schemes of finite type over k, Y reqular.
If X is also regular (this condition can be weakened), and if for all y € Y, and for all Z C f~1(y)
an irreducible component of the fiber, we have that dim X = dim Z 4+ dim Y, then f is flat.

Example 4.10. Y being regular in the above example is essential. Let Y = Spec k[u, v]/(u®—v?) =
Spec A with chark # 2,3. And let X — Y be the normalization, so X = Speck[t] = A! with the
parametrization u = t2, v = t3. Then f is finite. So if f were flat, then k[t] would be a locally free
module over k[u,v]/(u? —v?). But for m C A a maximal ideal, we have that dim A/mk[t]/mk][t] is
2 if m = (u,v) because k[t]/mk[t] = k[t]/(t?), and 1 otherwise.

Remark 4.11. For X to be flat, it’s enough to assume that X is locally a complete intersection, so
that locally X looks like Spec k[t1, ..., tmtdim x]/(f1, .-, fm). This if call “miracle flatness”, Vakil
talks a lot about it.

Here’s one final property of flat morphisms, which is fairly hard to prove.
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Lemma 4.12. Let f : X — Y be a flat morphism which is locally of finite presentation (for instance
f is of finite type, and 'Y is Noetherian). Then f is an open map, so it takes open sets to open sets.

Example 4.13. SpecQ — SpecZ is flat but not open.

For more on flat morphisms, read II1.9 of Hartshorne, especially the particularly illuminating
example I11.9.8.4. But don’t use the first edition as there is a mistake.
The nicest sort of family is a family with smooth fibers.

Definition 4.14. Let f : X — Y be a locally of finite presentation, z € X, y = f(z) € Y.
Then f is smooth over x (of relative dimension d) if it is flat over z, and there exists an open
r €U C X, = f~!(y) such that U is smooth at x over f~!(y) (of dimension d).

We say f is smooth if it is smooth at every € X (if and only if f is flat, and the connected
components of every fiber X, are smooth over k(y)).

Example 4.15. Y, Z varieties over k, Z smooth over k. Then X =Y x, Z — Y the projection
map is smooth.

Theorem 4.16. f: X — Y locally of finite presentation. TFAE:
1. f is smooth (as defined above).
2. f is flat, and Qx/y is free of rank d (the fiber dimension, see below).

3. Va € X, there exists an open affine neighborhood x € U = Spec B C X such that f(U) CV =
Spec A CY, with B = Alty, ..., tm+d)/(f1,-- s fm), such that the matriz

(Gr@). € Matuanit) (1.4

has rank m.

The second condition means that for any connected component Y’ C Y, Qx/y is locally free
of rank d on f~1(Y"), where d is the dimension of every irreducible component of f~!(y) for every
yeY'

A smooth morphism is a family of smooth schemes of dimension d. When d = 0, a smooth
morphism is then intuitively a “local isomorphism”.

Definition 4.17. A morphism f is etale if it is smooth of relative dimension 0. In other words, f
is locally of the form Spec B — Spec A, where

B=Alt1,..stm]/(f1,-- -y fm)s (4.5)

with det (3% s invertible.
This is sort of an analog of the implicit function theorem: locally, it looks like a function.

Example 4.18. Let chark # 2, and consider k[u,v]/(u — v?) — k[u] sending v — v? = u. Away
from u=v =0, f is etale.

[ is etale if it is locally of finite presentation and flat and unramified, so Qy,y = 0.
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5 Sheaf cohomology

In this section, all schemes will be separated and Noetherian, unless otherwise stated. So our
schemes will be quasicompact and the intersections of affines are affine.

5.1 Homological algebra
A complex (A®,d®) is a chain

A0 g g2

of R-modules or sheaves, so dP*! o dP = 0 for all p.
We have cohomology groups H™(A®) = H"(A®,d®) = kerd"/imd" !, and we define the direct

sum
H*(A*) = P H"(A*) (5.1)
n>0
which has the obvious grading.
Complexes form a category, with a morphism (A®,d%) — (B®,d%) being a family of maps
P ; AP — BP commuting with d, so that fd = df. This induces a map HP?(f): H?(A) — H?(B).
It is a basic fact of cohomology, that if we have an exact sequence

0 Ar—L g7 e 0
we get a long exact sequence in cohomology
0— H°(A) - HY(B) - H*(C) — H'(A) — - (5.2)

which is functorial with respect to exact sequences, so if we have a commuting diagram between
exact sequences we get a morphism of cohomology complexes.

Definition 5.1. Suppose we have (A°®,d%) and (B®,d%) complexes and we are given maps h? :
AP — BP~1 for all p, where h® = 0. If hod + d o h is a morphism of complexes which induces the
zero map from HP(A) — HP(B), then we say that h is a homotopy.

If f,g: A®* — B*® are maps of complexes such that f — g = dh + hd, then f, g induces the same
map HP(A) — HP(B) on cohomology. Then h is then called a homotopy between f, g and we say
that f, g are homotopic.

In particular, if we have maps h? : AP — AP~! such that hd + dh = id4, then we have that
HP(id4) =0, so HP(A) = 0 for all p. We then say that A® is null-homotopic

If A® is null-homotopic, then H*(A) = 0. For vector spaces over a field k, the converse is true.
Suppose HP(A®) =0 for all p > 0. By linear algebra, we have that our complex is of the form

B'=A" 5 B'¢B'=A' s B'¢oB*=4% > ... (5.3)

with the obvious projection maps, and we can define h? : A? — AP~! as the obvious maps in the
other direction. Then & is a null homotopy.
Note that this converse is not true for abelian groups: the complex

720, —2— /AT ——— L2 —— 0
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has zero cohomology but is not null homotopic.

Remark 5.2. Let us work over complexes of R-modules. For p > 0, let R[—p] be the complex
which is R in degree p, and 0 elsewhere (in general, [—p] means to shift —p places to the left).

Then for any complex A® of R-modules, HP(A) equals the homotopy classes of morphisms of
complexes R[—p] — A®. We can see this as follows:

A1 T A dP

Our morphism f is determined by sending 1 — a € A, and since the composite with dP is zero, we
must have a € ker dP. Now, if we have a homotopy map h, h is determined by sending 1 — a’ € AP~
Then the dP~!(a’) € imdP~. If f and g are homotopic, then f —g = dh+ hd = dh because hd = 0,
so f and g differ by a map sending 1 — @’ € im d?~!. Thus the set of morphisms modulo homotopy
is ker d?/im dP~! = HP(A).

Lemma 5.3 (Snake lemma). Suppose we have a commutative diagram with exact rows

A’ B’ c’ 0
Lok b
0 A B C
Then we get a long exact sequence
ker f — ker g — ker h — coker f — coker g — coker h (5.4)

and we have that ker f = H°(A" — A) and coker f = HY(A" — A) for example.

5.2 Tensor product of complexes
Let (A®,d%) and (B*,d}) be complexes of R-modules. Then we have a tensor product complex
(A®* ®r B®,dagp) which in degree n is
P A7 @r B (5.5)
p+a=n

with differential
dla®b) =da®b+ (—1)Pa® db (5.6)

if a € AP, b € B?. Under this differential map AP ® B? — (APT! @ BY) & (AP ® B9t1). What is the
cohomology of this complex?

Theorem 5.4 (Naive Kiinneth formula). Let R =k be a field. Then

H™(A* @y B*) = P HP(A®) @ HI(B"). (5.7)
ptg=n
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Proof. Let H*(A) be the complex

H()(Ao) 0 }Hl(A') 0o ...

Then since k is a field, we can split off each HP(A) as a summand of AP:
A* = H*(A)®* (5.8)

where C'® has zero cohomology. Essentially we split off the “cohomology” part of A, and are left
with the complex C*, and the boundary operators are all exact (which is easy to see if you write it
out), so they have zero cohomology.

Since C* is a vector space with zero cohomology, it is null homotopic, so there exists h? : CP? —
CP~! with doh + hdC = id C. Then

A® @, B®* = H*(A) @ B* ® C* @ B (5.9)

and ' = h ® idp is a null homotopy for the complex C* ®; B® (we can check that b’ o degp +
degp o h' =idegp). Thus C*® ®;, B® has zero cohomology.
Then

H™(A* ® B*) = H"(H*(A) @ B*)
H"(H*(A) ® H*(B)
HP(A) ® HI(B). (5.10)

+q=n

bS]

5.3 Sheaf cohomology

Recall that if F is a sheaf of abelian groups on a topological space X, then sheaf cohomology gives
groups HP(X,F) such that

HY(X,F)=T(X,F)=F(X) (5.11)
and for all short exact sequences of sheaves
0= FL = Fo—=F3—=0 (5.12)
we get a long exact sequence
0— HO(Fy) = HO(Fa) — H(F3) — H' (Fy) — -+ (5.13)

which “remedies” the fact that H°(X, F) — H°(X, F3) may not be surjective. This is because the
functor T'(X,_ ) is left exact but not right exact.

We can define sheaf cohomology with injective resolutions, but this is not very concrete as giving
descriptions of injective modules is difficult. But we can also compute sheaf cohomology in a few
other ways.

First, recall that a sheaf G is flasque (or flabby) if for all opens U C V' C X, the restriction map
puv : G(V) — G(U) is surjective. Then if

0>F—=G"—=gG'— ... (5.14)
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is a long exact sequence with G? flasque, then H?(X, F) = HP(I'(X,G*)). So the cohomology of F
is given by the cohomology of the global sections of G®. In particular, if F is flasque, we can set
GY = F and G = 0 for p > 1, and we get that H(X, F) = I'(X,F) and HP(X,F) =0ifp > 1.
We can generalize this method to acyclic sheaves: recall that G is an acyclic sheaf if for all p > 0,
then H?(X,G) = 0. Then if
0+F—=G"=g'— ... (5.15)

with G? acyclic, then H? (X, F) = HP(I'(X,G*)). Every sheave F has a canonical resolution of the
form (5.15) by flasque sheaves, called the Godemont resolution. Let GF be the sheaf

GF = [ (iz)«(Fa), (5.16)
reX

where i, : {} — X is the inclusion. There is a canonical injection F — GF by Fy — (ig)«Fz and
GF is clearly flasque by construction, because we have

GFU) =[] F=- (5.17)
zeU
We then build a complex
0 F—9 ,g0=GF —“ ,g'= G(coker a?) N - G(cokera) —— ---

Sheaf cohomology is functorial in the following sense. Let f : X — Y be a continuous map, and
let F be a sheaf on X and G a sheaf on Y. Then for any map ¢ : G — f.F (which is the same as
giving a map f*G — F), there is an induced map

H?(Y,G) — HP (X, F). (5.18)
Proposition 5.5. Leti:Y — X be a closed subset, and F a sheaf on'Y. Then for all p,
HP(Y,F) = HP(X,i,.F) (5.19)
Proof. Choose a flasque resolution on Y
05 F—=G°—=Gt—... (5.20)
Then H*(Y,F) = H*(I'(Y,G*)).
By definition, ¢,.G" is a flasque sheaf on X, so H?(X,i,F) = HP(I'(X,i.G*)) = HP(T'(Y,G*)) =
H*(Y,F) as well. O

Theorem 5.6 (Mayer- Vietoris sequence). Let U,V C X be open sets with UUV = X, F a sheaf
on X. Then we have a long exact sequence

0 ——— HY(X,F) —— HO(U, Fly) & H(V, Flv) —— HYU NV, Floay

— S HY(X,F) ——— HY(U, Flo) ® H\(V, Fly') ——— HYU NV, Flony) — ---
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where rP is the difference of the restriction maps induced by UNV — U,V, so that P = pyyny —
pv,unv -

Proof. Let 0 = F = G° — G' — --- be a flasque resolution of F. Then
0 —— I'(X,G°) —— I'(U,G*) o T'(V,G*) 7’—D> runv,g®) —— 0

is an exact sequence of complexes of groups (it is left exact by the sheaf axioms, and right exact as
G* are all flasque).

As H*(__,F) = H¥'(__,G*)) for __ € {X,U,V,U NV}, then the long exact sequence for
cohomology gives the result (take the cohomology of the exact sequence). O

Now assume that X is a scheme which is separated and Noetherian. It is a basic fact that for
any sheaf F on X, if dim X = d, then HP(X,F) =0 for all p > d.

For quasicoherent sheaves of Ox-modules, we can compute H* using Cech cohomology Let
X = UZ]\;l U; be an open cover, F a sheaf on X. Then we define

H*(U), F) = H*(C((U;), F), d), (5.21)
where
cr(u), P =[] FU,n---nU) (5.22)
1<ip< - <ip<N
and
dP : CP((U;), F) — CPtH1
s = (Si0<...<7;p) —t= (ti0<...<ip+1) (523)
where
p+1
ti0<...<7;p+1 = Z(_1)a8i0<"'(;a)“'<ip+1 Uioﬂ-v~ﬂUip+1 (524)
a=0

where (7,) means omit a.
Convenient notation: if I = {ig < --- <i,}, then Uy = U, N---NU;,. So

cr(wy), F) =[] Fwn. (5.25)
#I1=p+1

There exists alternative, equivalent definitions of Cech cohomology which don’t rely on the ordering
of the open cover.

Remark 5.7. Assume that F is a quasicoherent sheaf of Ox-modules, and that (U;) is an open
affine covering, so that all the Uss are affine as X is separated. Then H*(X, F) = H*((U;), F), and
this isomorphism is canonical.

In particular, if X is affine, and F = M, taking (U;) = (X), we get that H°(X,F) = M, and
H?(X,F)=0for p>0.

A more general principle is that if F has no cohomology in degree 0 on all of the U;s (so that
Flu, is acyclic), then Cech cohomology is the same as sheaf cohomology. We can think of this fact
as a sort of generalization of the Mayer-Vietoris sequence.
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Lemma 5.8. Let j: V — X be an inclusion of an open affine, and F a quasicoherent Oy -module.
Then j«JF is quasicoherent and is acyclic.

Proof. X is separated, which implies that j is an affine map, as if U C X is affine, then j=}(U) =
U NV is affine.

By Question 4 of Example sheet 1, we have that if j,F is quasicoherent, we can compute its
Cech cohomology:

Cr(U), 5. F) = [ FWi,n---nU, nV)=CP((U)), F) (5.26)

i0<...<ip

where if X = U, then U/ =V NU;. Then
HP((U3), . F) = H((U}), F) =0 (5.27)

if p > 0 as V is affine, and the two cohomology groups are equal because the associated Cech
complexes are equal. O

We can also develop a “sheaf version” of Cech cohomology: for V C X open, define

C*((Uy), F)(V) =C*((U; N V), Flv) (5.28)
so that §
), Fy =[] Gn-(Flu,) (5.29)
#I=p+1

where j; : Uy < X is the inclusion. This makes it clear that C is in fact a sheaf, as it is a product
of the pushforward sheaves (jr).(F|v,)-
The Cech differentials give a complex of sheaves

0— F = C'=(h), F) = CH(U), F) = - (5.30)

Proposition 5.9. Assume (U;) is an affine cover and F is quasicoherent. Then (5.30)) is an ezact
sequence of quasicoherent sheaves and

CP((U;),F) n=0

5.31
0 n>0 ( )

H"(X,CP((U:), F)) = {

Proof. By Lemma applied to j7.(F|u,), the sheaves CP are quasicoherent and acyclic for all
p > 0 because they are the product of quasicoherent acyclic sheaves. We have that

HO(X,CP((U), F) =T(X,CP((U:), F)) = [ FWi)=cr(i),F). (5.32)
#I=p+1

It remains to show the sequence ([5.30) is exact. Let V' C X be an open affine. Then the sections

over V of (5.30) are

0— F(V) = CO(Us), F)(V) = CH(U:), F)(V) — -+ (5.33)
and since C?((U;), F)(V) = CP((U;Nw), F|v), we have that the cohomology of (5.30) is H*(V, F|y)
which is acyclic because V is affine. Thus (5.30) is exact. O
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Theorem 5.10 (Kunneth formula). Let X, Y be Noetherian, separated k-schemes for k a field, and
let F, G be quasicoherent sheaves of Ox, Oy-modules, respectively. Then

H'(X %1, Y.pri F @0y, pr30) = @) HY(X,F) @y HU(Y,G) (5.34)
ptg=n
We write
FHRG:=pr] F ®ox,, vy P3G (5.35)

for the “product” of F and G as a Oxx,y-module.
We will use a preparatory lemma.

Lemma 5.11. (i) Let A, B be k-algebras, M an A-module, N a B-module. Then on Spec A Xy,
Spec B = Spec A ®, B, we have that

MRN=M@&, N (5.36)

(i) If F, G are as in the theorem, and F — K*® and G — L*® are resolutions of quasicoherent
sheaves, then

FRG—-K*XL® (5.37)
s a resolution, where
(KRLy= @ KPR (5.38)
p+g=n

Proof. (i) Let F = M. Then pri F = M ®4 (A @y B) so

MRN = (M®4 (A B)) @0, (A®r B)®5 N) = M @ N. (5.39)

We could make the tildes wider if we wanted to, but the question is, should we?

(ii) It is enough to check that this is true for an open affine covering, because being a complex
is the same as d> = 0, and we can check being zero on an open affine covering. So assume that
X,Y are affine, F = M, G = N, KP = KP, and £P = LP with M — K*, N — L* resolutions of
groups/modules. It suffices to show (by part (i)) that M @ N — K*® ® L® is a resolution, in other
words that

M@, N n=0

H"(K*Q®y L*) = 5.40

But by the naive Kunneth formula Theorem [5.4] we have that

M. N n=0
H"(K*®L®) = HP(K*)®@ HY(L®) = 5.41
(KoL) = @ H(K) o HI(L) {0 " (5.41)
p+g=n

since we assume that X,Y are affine. O

Proof of Theorem [5.10, Take affine open cover (U;), (V;) for X, Y. Then we have Cech resolutions
by quasicoherents: . )
F=C((Ui), F) ,G—=C((V)),9) (5.42)
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So by Lemmam part (ii), we have a resolution

FRG— K®=C*((U;), F)RC*((V}),6) (5.43)

kr=p I ks (5.44)

ptg=n #I=p+1
#J=q+1

and we have that

where

K5 = (j1)«Flu, ¥ (35)<Glv,
= (Jr x ju)«(FRG)|v,xv,)- (5.45)

As each j; x jj : Ur x V; = X x Y is an inclusion of open affines, by Lemma K™ is acyclic. So
H*(X xY,FXG)=H*(I'(X xY,K*)), and we have that

F(X X YY,K:[’J) = F(U[ X VJ,]:@Q)
= f(U]) Rk Q(VJ) (5.46)

by Lemma (i), so
(X xY,K*) =C*(U,F) @ C*(V,G) (5.47)

and by the naive Kunneth formula Theorem we have that the cohomology of this complex is

D H(X,F)ex HI(Y,G) (5.48)
ptg=n

in degree n. O

The Kunneth formula gives rise to the cup product on cohomology as follows. Let Y = X, and
A : X — X X; X be the diagonal embedding. Let F,G be quasicoherent sheaves on X. Then
A*(FKRG) = F ®o, G. The cup product is the composite map

H?(X,F) @ HY(X,G) Kummethy prota(x 5, X, FRG) —2— HPH(X,F @0, G).
If we take F =G = Ox = F ®o, G, then

H*(X,0x) =@ H"(X,0x) (5.49)

n>0

becomes a k-algebra. It is a fact (the proof is omitted) that H*(X,Ox) is a commutative-graded
k-algebra:
x—y=(-1)PMy—zx (5.50)

if 2 € HP(X,0x) and y € HI(X,Ox).
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5.4 Cohomology of projective spaces, and Hilbert polynomials
Let X be a Noetherian scheme, F a coherent O x-module (so it is locally M for a finite module M).
Definition 5.12. The support of F is

supp F = {z € X|F, #0} C X. (5.51)
This is a closed subset of X since if X = Spec A, F = m, then
supp F = {p € Spec A, M, # 0} = V(annlM) (5.52)

because M, = 0 if and only if there exists a € A\p such that aM = 0 because M is finite if and
only if annM ¢ p.

More precisely: there exists a closed subscheme i : Z — X with point set supp(F) such that
F = 1,G for a coherent Oz-module G and Z is “as small as possible”, so that if F = j,G’ for a
Oz -module §’, then Z C Z'. Note that Z may not be reduced. Also if X = Spec A, then F = M
and Z = Spec A/ann(M).

Theorem 5.13 (Basic finiteness theorem). Let A be a Noetherian ring, f : X — Spec A a proper
morphism, so that X is Noetherian, separated, let F be a coherent Ox-module. Then HP (X, F) is
a finite A-module.

In particular, for a proper k-scheme X,

dimy, H? (X, F) < o0 (5.53)
and if p > dim X, then HP(X,F) =0, so H*(X, F) is finite dimensional.
This allows us to define the Euler characteristic.

Definition 5.14. Let X/k be a proper scheme, F a coherent sheaf. Then the Euler characteristic
of Fis
X(X, F) => (-1)"dimy H(X, F) € Z. (5.54)

p=>0

Given a short exact sequence of sheaves
0— Fo— F1 — Fo— 0, (5.55)
it follows from the long exact sequence of cohomology
0— H(X,Fo) = H (X, F1) = - (5.56)

that x(X, F1) = x(X, Fo) + x(X, F2). Recall that for all n € Z, there exists an invertible sheaf
Op(n) on P} whose sections on the standard open affine U; = Spec k[To/Tj, ..., Tn/Tj] C PV are

{f/Tj‘-i | f homogeneous of degree n + d} (5.57)

and the transition functions are (7;/T;)". We have that

k[TOM-wTN]deg:n pZO,nZO

5.58
Koo TNy p=Non <N —1 (5.58)

HP (P, Op(n)) = {
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and the cohomology is 0 otherwise. In the first case we have that the cohomology group has
dimension (N :{”) and in the second we have that it has dimension (77\;1).
We then have that y(PY, Op(n)) = P(n), where

(t+N)-(t+1)

P) = N1

€ Q[t] (5.59)

is a polynomial. More generally we have the following

Theorem 5.15. Let F be a coherent sheaf on PY . Then there exists P(F,t) € Q[t], the Hilbert
polynomial of F, such that Vn € Z,

X(BY, F(n)) = P(F,n) (5.60)

where in general we write

]:(TL) =F Qo O]p(n) (5.61)
We have that deg P(F,t) = dim supp(F).
Example 5.16. We have that

poz 1 = LF N)]'V'!' t+1) (5.62)

and deg P(O,t) = N = dim P} as desired.

More generally, let X be a scheme which is projective over k, so there exists a closed immersion
i: X — P for some N, and define Ox (n) := i*Op(n).
If X is projective, and F is coherent on X, set F(n) = F ®p, Ox(n). Then

H*(X,F(n)) = H*(PY, (i, F)(n)) (5.63)

Thus if we define
P(X,F,t) = P(i.F,t), (5.64)

then we have that
P(X,F,n) =x(X,F(n)) (5.65)

for all n € Z.

Definition 5.17. For any k-scheme X and any invertible Ox-module L, say that £ is very ample
if there exists a closed immersion i : X — PY with £ = Ox(1), so that X is proper.

Now, let £ be a very ample invertible Ox-module. Then if sq, ..., sy is a basis for I'(X, £), it
determines a closed immersion i : X — PV with s; equal to the pull back of T; € I'(P", Op(1)).

Remark 5.18. An equivalent criterion to very ampleness if that £ separates points and tangent
vectors, we proved this on sheet 3 of algebraic geometry, it’s in Hartshorne.

Now, we will define ampleness and give 4 equivalent criteria. First, we give a definition.

Definition 5.19. A sheaf F is generated by global sections if there exists a surjection (’)i’?m - F.
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Theorem 5.20. Let X/k be a proper scheme, and let L be an invertible O x -module. The following
are equivalent:

(i) For some r > 1, LZ" is very ample.
(ii) There exists ro > 1, such that for all r > ro, L is very ample.

(iii) for all coherent Ox-modules F, there exists ng > 0 such that for all n > ng, F @, L™ is
generated by global sections.

(iv) (Serre’s criterion) For all coherent Ox-modules F, there exists ng such that for all n > ng
and for all p > 0, then
HP (X, F @0, L%") =0. (5.66)

If any of the above hold, we say that L is ample.

Remark 5.21. We add some intuition behind condition (iii) above. The sheaf F is coherent,
so it has finite presentation, so it is isomorphic to Ogm for some m, with some “denominators”
coming from the presentation. We then have that Fo, L®™ “cancels” those denominators and
makes F Qp, L2 “projective”.

Example 5.22. Let X be an elliptic curve over k, and P € X a k-rational point. Let £ = Ox(P).
Then £%3 is very ample, because there is an embedding of X as a plane cubic in P2. But £ is not
very ample, so £ is ample but not very ample.

In general, for a smooth proper curve X, £ is ample if and ounly if £ = Ox (D), for D a divisor
of degree > 0.

Thus ampleness can be thought of as a sort of “positivity condition”.

The proof of all these results can be found in Hartshorne.

Proposition 5.23. Let X C PY be projective, integral, and diim X = d, n € X the generic, and F
a coherent sheaf of Ox-modules. Then

P(X,F,t) = (dimg(x) F) P(X,0x,t) + R(t), (5.67)
where R(t) has degree strictly less than d. Recall that P(X,Ox,t) has degree dimsupp Ox = d.

Proof. Let eq,..., e, be a k(X)-basis for F,, for some r > 0 (in particular, F, could equal 0).
Then there exists n such that es, ..., e, extend to global sections of F(n) (why?). So we have
an exact sequence

0— 0% = Fn)—=G—0 (5.68)

where G is the cokernel. We have that G, = 0 because G, = F,/(e1,...,e,) = 0 because e1,...,e,
span JF,. So n ¢ supp G, so dim(supp G) < d, and we have that

P(X,F,t+n)=P(X,F(n),t)
= P(X,G,t) + P(X,0%",1)
= P(X,G,t)+rP(X,0x,t) (5.69)
and we are done because P(X,G,t) has degree less than d. O

Notation: we write P(X,t) = P(X,Ox,t), the Hilbert polynomial of X. Some people also
sometimes write Px (F,t) = P(X, F,t).
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5.5 Cohomology and base change

Let f: X — Y = Spec A be a morphism of Noetherian, separated schemes with Y affine, and let
F be a quasicoherent Ox-module. Let B be an A-algebra. The we have the fiber product base
change diagram

Xp =X x4SpecB —2 X

J{f ' J{f
SpecB ———2 5 Spec A
and we can define Fp = (¢’)*F, which is a quasicoherent O x ,-module. By functoriality, there exists

amap HP(X,F) — HP(Xp,Yg). This is an A-module homomorphism, and extending scalars gives
a B-module homomorphism, called the base change homomorphism:

Bp: H'(X,F) ®a B — H?(Xp, Fp) (5.70)

We are interested in finding out when 3, is an isomorphism. This is the same as the question:
“When does cohomology commute with base change™

Example 5.24. Let s € Spec A be a point, B = k(s) = Oy s/m,. Then Xp is the fiber f~1(s) =
Xs = X x4 Speck(s) and we have an inclusion i = ¢’ : X, — X, and Fp = i*F = F(s). Thus we
are asking when HP(X,, F(s)) = HP(X,A) ®4 k(s). Even for p = 0, this need not hold.

Example 5.25. Let X = A? \ {0} — Y = A} = Specklt] with the map given by (¢1,t2) — ¢;.
Let F = Ox, and H°(X,0x) = k[ta,t2]. Let s = (t) be the origin in A}. Then we have that
HY(X,0x) ®a k(s) = k[t2], Xs = A} \ {0}, so H(X,,Ox,) = klta, t5'].

We approach this question with out good friend Cech cohomology. Let (U;)o<i<n be an affine

open cover of X, so U; = Spec R;, and Uy = (;c; U; = Spec Ry is also affine for § # I  {0,..., N},

because X is separated. Then we have that Xp = |JU/, where Uj = Uy x 4Spec B = Spec(R;®4 B),
and Fp(Up) = F(Ur) ®4 B. We have that

CH((U), Fp) = C*((Ui), F) @a B (5.71)

and
H*(Xp,Fg) = H*(C((U;),F) ®a B). (5.72)

By homological algebra, we have a map
H*(C((Uy), F)) ®a B = H*(C((U;), F) ®a B), (5.73)

so we get a map

By H*(C((U;), F)) ®a B— H*(Xp, Fp) (5.74)
Here is one important case where 3, is always an isomorphism.

Theorem 5.26 (Flat base change). If B is a flat A-algebra, then H*(X,F) ®4 B - H*(Xp,Yp)
is an isomorphism for any X, and any quasicoherent sheaf F.

Proof. Since B is flat over A, S, is an isomorphism by Proposition [{.2] O

33



Example 5.27. If X — Speck, k a field, then for any field extension K/k, H*(Xy, Fr) =
H*(X,F) & K.

Example 5.28. If X = Ay, p € Spec A, then H* (X, F), = H*(X x4 Ay, Fa,). Thus we can often
reduce understanding cohomology to the case of a local base.

This is one of the great things about scheme theory: you can localize on the base, so instead of
studying X — Spec A, you instead study X, — Spec A4;.

Importantly, we also need to study the non-closed points. There were attempts to simplify
scheme theory by eliminating non-closed points, but this is a stupid idea.

In the general case, we will replace C*((U;, F) by some smaller complex which also computes
cohomology.

Assume that f : X — Y = Spec A is proper, F is coherent, and flat over A. Then HP(X, F) is
then a finite A-module, which is zero for p sufficiently large. For example, if X = J,;<x Ui, then

CP =0 for p> N.

Theorem 5.29 (On which everything rests). Let f : X — Spec A be proper, A Noetherian, and let
F be a coherent Ox-module, which is A-flat. Assume that HP(X,F) =0 for all p > n. Then there
exists a complex

L L' . 5 L"—50—=0—--- (5.75)

of finite flat A-modules LP such that for all A-algebras B, there is an isomorphism
H*(L. ®AB)—)H*<XB,]:B) (576)
which is functorial in B.

Remark 5.30. 1. The above theorem tells us there is a complex L® which computes not just
the cohomology of X, but the cohomology of all base changes.

2. In fact, for any A-module M, H*(L* ®4 M) = H*(X,F ®4 M) = H*(X, foxf_lM).
3. Moreover, we can arrange that the LPs are finite and free for all p # 0.

4. Since A is Noetherian, L is a finite flat A-module if and only if L is finite locally free if and
only if L is finite and projective.

To prove this, we use the following result from homological algebra.

Theorem 5.31. Let A be Noetherian, and let K® be a complex of A-modules, and assume that
HP(K*) =0 for all p > m and HP(K?*) is finite for all p. Then

(i) There exists a complex
L L' . 5" 5050 (5.77)

of finite A-modules with L°, ..., L™ free, and a morphism f : L®* — K*® of complex such that
H*(f): H*(L®*) — H*(K*) is an isomorphism.

(ii) Suppose p > 0, KP is A-flat, and zero for p sufficiently large. Then L° is flat and for every
A-module M,
H* (f®idp) : H(L* @4 M) — H(K* @4 M) (5.78)

s an isomorphism.
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We rely on the following lemma.

Lemma 5.32. Let
0-C"=...»cVN =0 (5.79)

be an ezxact sequence of flat A-modules. For for all A-modules M,

05C'9M—=--->CVNaM =0 (5.80)
is also ezact.
Proof. Proceed by induction, using Question 4 on Sheet 2. O

Now we can prove our homological algebra theorem.

Proof of Theorem[5.31]. (i) We start by defining L™ and working backwards. Choose L™ free, finite
with fm : L™ — H™(K*®). As L™ is free, we can lift f™ to a map f™ : L™ — kerd}*. Note that
this map might not be surjective.

Now for the inductive step. Assume the for some n < m we have a commuting diagram

daz,

0 - 0 " L+l - Lm 0
J J J{fﬂ J,fm
KO . Kn—1 Kn Kntl . Km Kmtl

Such that L? are finite and free, and HP(f*) : HP(L®*) — HP(K*) is an isomorphism for n < p < m,
and ker d} — H"(K*) is surjective.

Our base case is when n = m, and we have that ker d7* = L™, so ker dJ* — H™(K*) is surjective
because f™ is surjective.

Choose a finite free A-module P with an exact sequence

P —X— kerd} —— H"(K) —— 0,

so that coker g = H™(K). We then have that f™ o g(P) C im d?{l C K"™. Another way to see this
is that as before, since P is free, we can lift g to g : P — K™~ ! such that d};‘l og=f"og.

We want a surjection, so we choose a finite free @) such that we have a map h : @ — ker d?{l
such that Q — H"~!(K*) is surjective. Then we get a commuting diagram

0dg

Q o P n Lt
Jh@g [f" anﬂ
anl Kn KnJrl

and if we set L1 = Q @ P, dgfl =0@g, and f*~! = h @ g, then we have that H"(f"1) is an
isomorphism and ker d7 ! — H"1(K*) is surjective.

At n =0, we get a finite free module ¢ : L° - H°(K*®) = ker d}.. We replace L° by L°/ ker ¢,
which is finite but not necessarily free.
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(ii) Let C* be the complex (called a “mapping cone”) CP = LP @ KP~! with differential
de : (w,y) > (da, f(w) — dy). (5.81)
This is a complex as
d*(x,y) = d(dz, fx — dy) = (d*z, fdx — dfx + d*y) = 0. (5.82)
We have a short exact sequence of complexes
0— (K* ' —dg) —C* = L* =0 (5.83)
giving a long exact sequence of cohomology
H" Y (K*) — H"(C*) - H"(L®) — H"(K*) (5.84)
and we see that the transition map (the last arrow) is H™(f), which is an isomorphism. So
0-C"=C'— ... =5 C" =0 (5.85)

is exact and C1,---C¥ are all flat, so L° = C? is flat by Question 4 on Sheet 2, and remains
exact after tensoring by M, again by Question 4 Sheet 2. So we get a long exact sequence on
cohomology

H'(C*@M)—-H"(L*®@M)— H'(K® M) (5.86)

and the last arrow, which is H"(f ® id), is an isomorphism by Lemmam O
Now we prove the big theorem.

Proof of Theorem[5.29. We know that H*(Xp, Fg) = H*(C*((U;), F)®a B) if (U;) is a finite open
affine cover of X. Applying Theorem [5.31] gives the result. O

We give some consequences of Theorem First we look at H°. We have that
H°(Xp,Fp) =ker(d? ®idp : L ® B — L' ® B) (5.87)
and for any finite flat (in other words, finite and locally free) A-module M,
M ®4 B =Homy(M",A)®4 B =Homyu(M",B) (5.88)

where MY = Homa (M, A). Letting @ = coker((d})Y : (L)Y — (LY)Y), we get the following
corollary.

Corollary 5.33. There exists a finite A-module Q such that for all B,
H°(Xp, Fp) = Homx(Q, B) (5.89)
and this isomorphism is functorial in B. So the functor B — H°(Xp, Fg) is represented by Q.

Remark 5.34. The fact that L* is finite and flat is important. We already have a complex which
computes H*, namely the Cech complex, but it is huge.
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Remark 5.35. Let F(s) be the pullback of F to X = f~1(s) = X x 4k(s). So we have F(s) = 7*F,
where 7 : X X k(s) — X. Then F(s) is a coherent Oy -module.

Remark 5.36 (Alternative definition for Hilbert polynomials). Let M, be a graded finite module
for k[T, ..., T,] = R. Then dim M,, is a polynomials for n sufficiently large.
Now, let F be a coherent sheaf on IP’kN . Then we can set

M, = H(PY, F(n)) (5.90)

which is a graded R-module, where

R=H(P",0(n)). (5.91)

For n sufficiently large, HP(PY, F(n)) = 0 for all p > 0. So x(P¥, F(n)) = dim H°(F(n)) for n
sufficiently large, as Op(1) is ample.
Corollary 5.37 (Semicontinuity for H%). For everyr > 0, the set Z, = {s € Spec A | dimy,) H*(X,, F(s)) >
r} is closed. Thus the function A — Z, s — dimy,y) H(X,, F(s)) is semicontinuous.
Proof. Locally around s € Spec A, we have that L0 = A™ and L' = A are free, and

H°(X,, F(s)) = ker(d} ®id : L° ® k(s) — L' @ k(s)) (5.92)

so its dimension is the rank of the matrix of d? ® id, and so Z, is the set of s where the nullity of
the matrix is greater than r, so it is the set of s where all (m — r + 1)-minors of the matrix vanish
in k(s). This is a closed set.

Another way to prove this which might be more correct: We have that H°(Xs,F(s)) =
Hom 4 (Q, k(s)) for some finite A-module Q. Taking tensor products gives H%(X,, F(s)) = Homy4) (Q®
k(s),k(s)), so

dimy, ) (X, F(s)) = dimy5)(Q ® k(s)) (5.93)

so by Proposition Z, is closed. O

We will show that this holds for all H? on the next example sheet.

Corollary 5.38. Assume Spec A is connected and let f be proper, F flat over A. Then x(X, F(s))
is independent of s.
If X C P is projective, then the Hilbert polynomial P(Xs, F(s),t) is independent of s.

Proof. The first statement implies the second by the definition of the Hilbert polynomial. For the
first statement, covering Spec A by small open affines, we may assume that all of the L’ are free.
Then

X(Xs, F(s) = Y (~1)7 dim H? (X, F(s))

p>0

= (=1 dimy() HP(L* @4 k(s))

p=>0

= (=1)P dimy(s) LP @4 k(s)

p=>0

= ZrankA rr (5.94)
p=>0
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as the LP are all free. O

At the top, in the original scheme X, we have that if H?(X, F) = 0 for all p > n, then for p > n,
L? =0,s0 HP(Xp,Fg) =0 for all p > n. In particular, H? (X, F(s)) = 0 for all s, and all p > n.
Then

H"(Xp,Fp) = coker(L" ' ®4 B — L" ®4 B)
= coker(L"' = L") ®4 B
= H"(X,F)®4 B, (5.95)

so our map B, : H"(X,F)®a B — H"(Xp, Fp) is an isomorphism. We use that the tensor product
is right exact in the calculation above.
Now, suppose that A is reduced. Then

A= ] Ae= ] kG (5.96)

pESpec A s€Spec A

is injective, as the kernel is (\p = v/0 = 0. As H"(X, F) is a finite A-module, H"(X,F) = 0 if and
only if for all s € Spec A, H"(X,F) ® k(s) = 0 if and only if for all s € Spec A, H"(X,, F(s)) = 0.
If these conditions hold, we can replace n by n — 1. Continuing this until we get two nonzero
cohomologies, we have the following corollary.

Corollary 5.39. Assume that A is reduced, and let p > 0. The following are equivalent:
(i) For all i > p, and for all s € Spec A, H (X5, F(s)) = 0.
(ii) For alli > p, H(X,F) =0.

6 Group Schemes

Fix a field k. Let Sch /k be the category of k-schemes and k-morphisms, and let Aff /k be the
category of affine k-schemes, so Spec A for A a k-algebra.
Let X, .S be k-schemes. Then we write

X(S) :MorSch/k(S7X) (61)

to be the S-valued points of X. If S = Spec R € Aff /k, then we write X (R) = X (.5), for the set of
R-valued points.

Example 6.1. If X = V(I) C AY is the vanishing set of some set of polynomials, then
X(R) = {(z1,...,an) € RN |Vf €I, f(z1,...,2n) = O}. (6.2)

This is because a morphism Spec R — X is determined by a ring map kl[t,...,tx]/I — R, which
is just a map k[t1,...,tn] — R which is zero on I, and these maps are determined by their values
on t; — x;, as the image of k is fixed since we are working in the category of k-schemes.

Remark 6.2. If k = k is algebraically closed, then X (k) is in canonical bijection with the closed
points of k.
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Definition 6.3. A k-group scheme is a scheme G € Sch /k together with a k-morphism
m:Gx,G— G (6.3)
such that for all k-algebras R, the induced map
mp: G(R) x G(R) — G(R)

(6.4)
which is defined by mg(x1,x2)(r) = m(z1(r), z2(r)) makes G(R) into a group.
Example 6.4. 1. The additive group: Let G, = Speck[t] = A}. Then we have
m? : k[t] = klt1, 2]
ts ty +to (6.5)
We then have that G,(R) = (R, +).
2. The multiplicative group: Let G,, = Specklt,1/t] = A}, \ {0}. Then we have
m¥ k[t 1/t] = k[t1,t2, 1/ (t1t2)]
t > tity (6.6)
and then G,,(R) = (R*, x).
3. The general linear group: Let
GL,, = Speck[{ti; }1<i j<n, 1/ det(t;;)] (6.7)

Then GL,, (R) is the group of invertible nxn matrices, as adjoining 1/ det(t;;) to Spec k[{t;; }1<i,j<n]
is like ensuring that det(a;;) # 0. We have that m# is just matrix multiplication.

We can more generally work over any base scheme B instead of Speck.

Definition 6.5. A group scheme over B is a scheme G/B, and a map m : G x5 G — G such that
for all affine Spec R — B, (G(R), mpg) is a group.

Typically, the “topological” points of G don’t form a group, but the closed points might.

Example 6.6. If we consider G, = A}, we can’t make the points of this into a group in a sensible
way, as the nonclosed point is hard to deal with.
Also, the closed points with residue field not equal to k give problems.

Remark 6.7. For a general scheme X, the points of the underlying space don’t determine X. But
the R-valued points do.
Let’s work over k, and let X € (Sch/k), and for every k-scheme we have X (S) = Morg (S, X).
If g : 8" — S is a morphism, we get by composition a map
X(S) — X(9)
frfog (6.8)
which is compatible with S” — S” — S. Thus we get a contravariant functor hx : (Sch /k) — Set,

sending S — X(S) and g — (__og). This also gives a covariant functor from the category of
k-algebras to sets, sending R — X (R) = X (Spec R). We then have the Yoneda lemma.
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Lemma 6.8 (Yoneda). The set of k-morphisms from X to'Y is in bijection with the set of natural
transformations hx — hy.

Proof. Trivial, did this in alggeo. O
In fact, we have a stronger result for schemes that allows us to consider only affines.

Lemma 6.9 (Yoneda for schemes). Let X,Y be k-schemes, and let h'y be the restriction of hx
to the category of affine schemes (so send S = Spec R — X(S)). Then the set of morphisms
Mor(X,Y) is in bijection with the set of natural transformations h'y — hi,.

Proof. Given a natural transformation from h’y — hi-, we want to construct a morphism X — Y.
A natural transformation h'y — h{ is a collection of morphisms fs : X(S) — Y(S) for each
S = Spec R affine which are compatible with the functors h'y, hi, .

Cover X by open affines U € U, and let jy : U < X be the inclusion. Then fy(ju) € Y(U).
For any two open affines U, U’ C X, let V. C UNU’ be an open affine in the intersection. Let
i:V <= Uand i :V < U be the two inclusions. We have that hx(2)(ju) = hx(¢)(Ju') = jv,
since we are just composing inclusions. Since f is a natural transformation, the following diagram
commutes:

xX(U) —— y(U)

b T

V) —L sy

XUy —f

b

/

Thus we have that hy (Z/) o fU’ (jU’) = fV (jv)

foGu)lv = for(jur) o

= fu(jv)lv. (6.9)

Thus fy/(jur) and fy(ju) agree on V', so we can glue them together to get a morphism f: X — Y.
We can check that the map from Morg(X,Y") to NatTrans(hx, hy) given as before is the inverse.
O

Here are some more nice consequences of the Yoneda lemma. I’'m actually not sure how some
of these follows from Yoneda so I've done them by brute force.

Proposition 6.10. Suppose G is a k-group scheme. Then
(i) For all S € (Sch /k), G(S) is a group.

(i) For all morphisms 8" — S, G(S) — G(S’) is a group homomorphism.
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Proof. (i) Let S € (Sch /k) and let U be a cover of S by affines U. Any 2 € G(S) is determined by
its restriction to affines. This defines an injection

G(S)— [ ¢w)

veu
z = (zv)u. (6.10)

We want to show that the image of G(S) under this map is a subgroup of [[ G(U), which is a group
itself, under the operation

(@ - y)(s) = ms(x,y)(s) = m(x(s),y(s)) (6.11)

For any s € S, we have the s € U for some U € U, so

(@ - y)(s) = m(x(s),y(s))
= m(zlu(s),ylu(s))
=mu(zlu, ylv)(s) (6.12)
so we have that
ms(z,y) = (mu(zlv, ylv))v (6.13)

under the map (6.10). Thus G(S) is clearly a subgroup, hence a group.
(ii) Let f : 8" — S be a morphism of k-schemes. Then we have a map G(S) — G(S5’) sending
x — zo f. We want to show that this is a homomorphism, and for all p € S’ we have that

(ms(z,y) o f)(p) =m(zo f(p),yo f(p))
=mg(zo f,yo f)(p) (6.14)

which shows that we have a group homomorphism.
(ii) Alternative: Let g : S’ — S. The fact that m is a natural transformation immediately gives

zyog=(xog)(yog). -
Corollary 6.11. There exists e € G(k), and a morphism i : G — G such that for all S, e — eg
under the map G(k) — G(S) induced by S — k, and ig : G(S) — G(S) is the inverse.

Proof. Let e be the identity in G(k). Then since G(k) — G(S) is a group homomorphism, e — eg.

We have that G(G) = Mor(G, G) is a group, and let ¢ be the inverse of the identity morphism
in G(G). Then we have that mg(idg,?) = eg. Thus, ig : © — i oz is a map from G(S) — G(S5),
we have that

ms(z,is(x))(p) = m(idox(p),i o z(p)
= mg(id, i)(z(p))
= eq(x(p))
= 17 (e)
= es (6.15)
where z# is the group homomorphism G(G) — G(S) sending g — g o z.

Alternative proof of inverse: For each S, we have ig : G(S) — G(S) sending x + x~!. These
maps are compatible: if f: S’ — S, we want to show the diagram below commutes:
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bl

K2

G(S") —— G(9).
Since f* is a group homomorphism, we have that

(is(x) o f)(z o f) = (is(x)z) o f
=egof
— €g’. (616)

Thus the compatible family of maps ig gives rise to a natural transformation ¢ : G — G by Yoneda
stuff. O

Definition 6.12 (Alternative definition of group schemes). A k-group scheme can equivalently be
defined as
(Gim:GxG—GecGk),i:G—G) (6.17)

satisfying suitable axioms:

1. (Associativity) The diagram

mxid

(GxpG)xxy G ——— G x G

TS

Gxp(GxpG) 2", Gx G —2 5 G

and others which I will write down later.
Another alternative definition is that a group scheme is a group object in (Sch /k).

Another alternative definition is that a group scheme is a representable contravariant functor
(Sch /k) — Grp.

Definition 6.13. A homomorphism of group schemes is a morphism f : G — G’ such that for
all k-algebras R, fr : G(R) — G’(R) is a homomorphism where fr is the obvious map sending
x— foux.

Equivalently, it is a morphism such that fs : G(S) — G'(S) is a homomorphism for all § €
(Sch /k).

Equivalently, it is a morphism making the following diagram commute:

Gxa 1Yo xa

T

¢a—1 L

Definition 6.14. A closed subgroup scheme of a k-group scheme G is a closed subscheme i : H — G
such that for all R, H(R) C G(R) is a subgroup. If so, H is a group scheme, and 7 is a homomorphism
of group schemes.
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Proof. By the Yoneda lemma, for every S € (Sch /k), the morphism mg factors through

(H x H)(S) 29 (G x a)(9)
Hﬁg) 15 G(S)

since it does for S affine. Thus by the Yoneda lemma, we have that m factors through

which gives H the structure of a group scheme. O
Example 6.15. 1. e: Speck — G is a closed subgroup scheme.

2. Kernels: Let f : G — G’ be any homomorphism, and define ker f to be the fiber product

ker f —— G

| b

Speck ANy e

so ker f = f~1(€), the fiber of €.

By the definition of fiber product, ker f(s) = ker(fs : G(S) — G'(S)) and ¢’ is a closed
immersion, so its pullback ker f is a closed subscheme, so its a closed subgroup scheme.

3. For all R we have det : GL,(R) — R* = G,,(R) which is functorial in R. So by the Yoneda
lemma, we have a homomorphism of group schemes

det : GL,, — G, (6.18)
with kernel SL,, = ker(det) = Spec k[{t;;}]/(det(t;;) — 1).
Remark 6.16. Quotients of group schemes are harder to make sense of.

Definition 6.17. Let © € G(k). Then the left translation morphism L, = T, : G — G is the
composite

G =Speck x, G N9, gxqg ™ L G
and is the unique morphism such that for all g € G(S5), T..(g) = m(z, g) = xg. Obviously, T, = idg,
and Ty, =T, oT,. So T, is a k-automorphism of G.
More generally, let S be a k-scheme, and € G(S). Then we can define T, : G x S — G as the
composite
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id xz

GxS axa —" ¢

where 'm : G x G — G is given on points by (g, h) — m(h, g) = hg. If S = Speck this is the same
as before.
The product

Tys:GxS—GxS8
(9:5) = (Tx(g,5),5) (6.19)

satisfies T, /g = idgx,s, and Ty /5 0 Ty /g = Ty /g, 0 T, is an S-automorphism of G' xj, S.
Similarly, we can define right translation and check that it is the same as left translation if G is
commutative.

That being said, lets define commutativity.
Definition 6.18. G is commutative if G(R) is commutative for all R, if and only if ‘m = m by
Yoneda.
6.1 Abelian varieties

If G is a k-group scheme and k'/k any extension, then G X Speck’ = Gy is a k’-group scheme,
with multiplication given by

mxid

my 2 G X Gk/Z(G XkG) ka’/—>Gka‘/ (6.20)

Recall that in this course, a k-variety is a separated k-scheme of finite type which is geometrically
integral.

Definition 6.19. A k-group variety (or algebraic group, but “algebraic group” has many definitions)
is a k-group scheme which is a k-variety.

Definition 6.20. An CLbBZZ an UCL?”ZGny (AV) over k is a k-group variety which is proper

over k.

We will at some point see that all abelian varieties are projective.
Example 6.21. 1. G, G,,, GL,, are group varieties.

2. The simplest nontrivial abelian variety is an elliptic curve over k.

The product of two group varieties (respectively abelian varieties) is one as well. This is because
if (G,m),(G’,m’') are two k-group schemes, then so is (G X G',m x m/)

mxm :(GxG)x (GxG)2(GxG)x (G'xG)—GxG. (6.21)

We also have that the product of two varieties is a variety, and the product of two proper morphisms
is proper.

In particular, we can construct abelian varieties of arbitrary dimension by taking products of
elliptic curves.
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Remark 6.22. Some people define an algebraic group as a k-group scheme of finite type.
Proposition 6.23. Let G be a group variety over k. Then G is smooth over k.

Proof. It is enough to check that G is smooth over k, so we may assume that k = k is algebraically
closed. Then the closed points are the same as k-points. The set of smooth points is non-empty
and open, so it contains a closed point, as G is of finite type over k. If x € G(k), then T, : G — G
is a k-automorphism taking e to z. So G is smooth at x if and only if it is smooth at e. So G is
smooth at every closed point, so G is smooth. O

Corollary 6.24. Qg is locally free if G is a k-group variety.

In fact, Qg is free for any k-group scheme.

6.2 Mumford’s rigidity lemma

We will discuss Mumford’s rigidity lemma.

Theorem 6.25 (Mumford’s Rigidity Lemma). Let X,Y,Z be k-varieties with X proper, X (k) # (.
Let f: X X Y — Z be a k-morphism. Suppose that for some yo € Y, z9g € Z, we have that
X x {yo} = X x Speck(yo) is contained in f~1(z) set theoretically, so f collapses X x {yo} to a
point. Then there exists g 1Y — Z such that f = g o pr,.

In diagram terms we have

In words, the theorem says that given a family of morphisms {f;} : X — Z with X proper, if one
member of the family is constant, then so is every member.

As a reality check, let’s see that we need X to be proper. Let X =Y = Z = A}, and
f(x,y) = zy. Then f collapses A! x {0} to a point, but no other fiber.

Before we prove this, we need a lemma.

Lemma 6.26. Let X be a proper k-variety, Y any k-scheme. Let pry : X XY — Y be the projection
map. Then

(pry)«Ox .y = Oy. (6.22)
Proof. Consider the fiber product commutative diagram

Xx, Vv —2 , x

Rk

Yy —* 5 Speck
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We have that ay is flat because everything over Speck is flat, and we have that
pI‘I Ox = prl_l Ox ®prf1 Ox Oxxy = OXka- (623)

By flat base change Proposition (take an open cover of X and Y so that all sheaves of these
schemes will be of the form M, we have that pr, is the base change of a,, and base change commutes
with H°, and M is determined by its global sections, which gives the following)

(pry)«Oxxy = ai-(ax).Ox. (6.24)

Further, we have that as vector spaces,
ay(ax)«Ox = Oy x; I(X,0x) = Oy (6.25)
since I'(X,Ox) = k as X is a proper k-variety. O

So in the context of Theorem we have that (pry).Oxx,y = Oy and as X is proper, pry
is a closed morphism. Thus p = pr, satisfies the conditions of the following theorem, so Theorem
is a special case of the following.

Remark 6.27. The morphism pry : X x; Y — Y having a section is equivalent to X (k) # 0.

Theorem 6.28 (Rigidity). Let p: X — Y be a morphism of schemes with a section s : Y — X,
so pos =id. Assume p is closed, p.Ox = Oy, and X 1is integral. Suppose we have f : X — Z
with Z separated. Suppose there exists points y € Y,z € Z (not necessarily closed) such that
X, =p'(y) C f1(2). Then f = gop for some unique g : Y — Z. Thus we have the following
diagram:

X

/Jﬁ
ST
Q

Proof. We first do two reductions.

(1) If there exists g : Y — Z with f = gop, then g=go(pos)= fos. Sog= fosisunique
and exists if and only if f = (fos)op.

(2) Suppose there exists an open neighborhood Y’ C Y of y such that if X’ := p~1(Y”), then
f|x factors through some Y’ — Z. So we have a diagram

X/ plX’ Y/

Then by (1), flx = (f o s 0 p)lx, and X' # 0 as f(X') = fosop(X') = fos(Y") # 0, s0 X' is
dense as X is irreducible. Then f = f o sop because X is reduced and Z is separated (Hartshorne
exercise 11.4.2).

Now, f maps X, = p~'(y) C X to {z} C Z as X,, C f~(z) by assumption. Let W C Z be
an affine open containing z. Then f~!(W) is an open neighborhood of X,. But since p is closed,
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and X \ f~Y(W) is closed, T = p(X \ f~}(W)) C Y is closed and does not contain y, so taking
Y’ =Y \ T, we have that Y’ is an open neighborhood of y and so p~!(Y’) = X’ is open. But since
p«Ox = Oy, I'(X',0x/) =T(Y',0y/), so f|x’ factors through Y’. So we are done by (2).

O

Corollary 6.29. Let X be an abelian variety over k, and G any group variety over k. If f : X — G
is any morphism, and g = f(e) € G(k), then Ty—1 o f is a homomorphism.

Proof. Ty-1 sends g — egq, so setting f’ = T,-1,y, it is enough to show that f’(e,) = e, implies
that f is a homomorphism. So replace f by f’.
Consider h: X x X — @, given on points by

(z,y) = f(2)f(y)fzy) ™" (6.26)

Then h(X x {ex}) = h({ex} x X) = {eq} C G. By rigidity, we have X x {z} is mapped to a
point for any z, and {z} x X is also mapped to a point for any z, so h(x) = eg for all . Thus
f(@)f(y)f(xy)~t = eq for all x,y, so f(xy) = f(x)f(y). Thus f is a homomorphism. O

Corollary 6.30. There is only one possible group structure on an abelian variety once e s distin-
guished.

Proof. If X is an abelian variety and f : X — X is an isomorphism of schemes taking e — e, then
f is also an isomorphism of group schemes by Corollary O

Example 6.31. We have that G, x G, x G, and Us are both isomorphic to A® as schemes, but
they have different group structures.

Corollary 6.32. Any abelian variety is commutative.

Proof. Consider i : X — X the inverse map. As i(e) = e, by Corollary i is a homomorphism.
But then we have that for each S € (Sch /k), ig is a group homomorphism on X (S), so (zy)~! =

7y~ so zy = yx. O

7 Seesaw, Cube, Square: Line bundles on abelian varieties

By a line bundle on a scheme X, we mean an invertible O x-module, or equivalently a locally free
Ox-module of rank 1.

Definition 7.1. The Picard group of X, Pic(X) is the isomorphism classes of line bundles on X,
and is a group under the tensor product ®p, . We often write £ € Pic(X) if we mean “L is a line
bundle on X"

Theorem 7.2 (Seesaw Theorem). Let X,Y be a k-varieties, with X proper. Let L be a line bundle
on X xy Y. Suppose for all closed y € Y, L(y) = iy L is trivial, where X x {y} = pry H(y) =
X xp Speck(y) and iy : X x {y} - X xY.

Then there exists a line bundle M on'Y such that L = pry M. Moreover, M = (pry).L is unique
up to isomorphism.
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Proof. First we show that every y € Y has an affine neighborhood V such that L|xx,v = Oxx,v.
For this, we may assume Y = Spec A is affine. Then by Corollary (see also Example there
exists a finite A-module @ such that H°(X x {y}) = Homx(Q, k(y)). Since H*(X x {y}, L(y)) =
HY(X x{y},Oxxqyy = k X k(y) = k(y). Now, let y = m € Spec A, so that k(y) = A/m. Then we
have that

Homx(Q,A/m) = Homy ) (Q ®a A/m, A/m) = Hom 4/ (Q/mQ, A/m) = A/m (7.1)

so dim 4/ (Q/mQ) = 1 for all maximal m C A. Thus by Proposition [3.31} @ is locally free of rank
1 (using that Y is a finitely generated k-algebra, so its closed points are dense).

So every y € Y does have an open neighborhood V' = Spec B for which the corresponding
A-module @ is free. Thus QQ = Bu, say, for some v € B. Then

HY(X % V,£) = Homp(Q, B) = B(u) (7.2)

which is free generated by the dual basis. At each closed y € Y, u¥ maps to a nonzero section of
HO(X x{y}, L(y)) = Hom(Ox x (43, L(y)) as L(y) = Oxxyy is trivial. Thus " maps to a nowhere
vanishing section of H?(X xj V, L), so it gives an isomorphism

u' : Oxxv = Llxxv (7.3)
By Lemma (pry)«(Oxxv) = Oy, so the adjunction
pr5(pra)«Ox xv — Oxxv (7.4)

is an isomorphism (as pry Oy = Oxxy trivially), so
pr3(pra)«Llxxv = Llxxv. (7.5)

For general Y, this shows that (pry).£ = M is invertible (locally free rank 1), as at each y we
have constructed an open neighborhood V' where M|y is trivial. Also, we have that prj M = L as
desired.

Finally, if £ = prj M’ for some M’ € PicY, then M’ = (pry).L, so M = M'. O

Corollary 7.3. Under the same hypotheses as the previous theorem, if for some x € X (k) we have
that L|{zyxy = Oy, then L is trivial.

Proof. We have that £ = pry M and pr,o(x x idy) = idy, so

Oy = £|{$}Xy = (z xidy)"L 2 M, (7.6)

SO
L2prs M 2 pri Oy 2 Oxxy. (7.7)
O

The above corollary tells us if £ is trivial on all the “horizontal fibers”, and is trivial on a single
“vertical fiber”, then £ is trivial.

Sheet 3, question 11 tells us that we can have proper k-varieties X,Y and £ € Pic(X x; Y)
such that L|yxy and L|xx, are trivial for some z € X (k) and y € Y(k), but £ is nontrivial.
In particular, Pic(X x Y) 2 Pic(X) @ Pic(Y) in general. But we do have some nice stuff over 3
varieties, hence the theorem of the cube. This tells us that if a line bundle is trivial on the “faces”
of a cube, it is trivial.
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Theorem 7.4 (Theorem of the cube). Let X,Y, Z be varieties over k, X,Y proper. Let x € X (k),
y€Y(k), z€ Z(k). Let L be a line bundle on X x, Y X} Z. Assume that each of the line bundles
Lloxyxz, Llxxyxz, Ll xxvxz s trivial. Then L is trivial.

Remark 7.5.
1. In fact, Z can be a more general k-scheme. In particular, we don’t need Z to be reduced.
2. The seesaw Theorem [7.2] also holds for more general Y.
Before we prove this, we use first prove a helper lemma.

Lemma 7.6. Let V' be a proper variety over an algebraically closed field k, let A be a finite local
k-algebra, and let I be a one-dimensional ideal, so that dimpI =1 and I = k-t C A for some t.
Set z = Spec A and z; = Spec A/I. Then we have an exact sequence which is functorial in V

0 — HY(V,0y) — Pic(V x 2) — Pic(V x z) (7.8)

Proof. We have that Pic(X) = H'(X,0%) for any scheme X (take a trivializing cover of £ €
Pic(X), this gives a Cech cocycle).

Since I is one-dimensional, we must have that I? = 0 (as I? is an ideal properly contained in
I). Thus for all a,b € I, we have that (14 a)(1+b) =1+ (a+b), so we have an exact sequence of
abelian groups

01— A= (A/1)* =0 (7.9)
a—1+a

Tensoring by Oy, we get an exact sequence of sheaves of abelian groups
0— IOy, %0§Xza(9§m —0 (7.10)

These sheaves live on V' x z (we counsider z; as a closed subscheme of z), which is homeomorphic
to V. We also have an isomorphism of sheaves

Oy 510y, (7.11)

given by multiplication by ¢. Applying the cohomology long exact sequence gives

0— H(V,0v) = H°(V x 2,05, ) = H*(V x 2,05 ) (7.12)

V Xz
Now, we have that H°(V, Oy ) = k because V is proper, and
HYV x 2,05,.) = H'(V x 2,0vy,)* = (H'(V,0y) ® A)* = A~ (7.13)

by flat base change. Similarly, we have that H*(V x 2z, 0%, _ ) = (A/I)*.

V><Zl
Thus the last map is surjective, so the map H(V x z, O\ile) — HY(V,0y) will be the zero
map, and thus the following map will be injective. So we get an exact sequence
0 — HY(V,0v) — Pic(V x 2) — Pic(V x z) (7.14)

as desired. This map is clearly functorial in V' by construction. O
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Remark 7.7.

1. This lemma tells us that if we have a line bundle on Pic(V x z;) which lifts to a line bundle
on Pic(V x z), then the number of different lifts are given by H(V, Oy).

2. Take A = kle] = k[z]/(x?), the ring of dual numbers, and I = (), so that A/I = k. Then
z = Spec k[e] and z; = Spec k. Then we have an exact sequence

0 — HY(V,0y) — Pic(V x Speck[e]) — PicV. (7.15)

The last map is the restriction to a closed subscheme, as V' < V X Speckle] is a closed
subscheme. But this has a retraction (a section? why?), so the map is surjective and we have
a full exact sequence.

3. Recall that the Zariski tangent space at x is the set of k-morphisms Spec k(z)[e] — X which re-
strict to the canonical map Spec k(z) — X on the closed subscheme Spec k(z) C Spec k(z)[e].

This result then says that the tangent space to Pic is H'(V,Oy). In fact, there is a group
scheme Picy), with Picy (k) = Pic(V) and Picy,(k[e) = Pic(V xSpeckle]). So H{(VOy) =
Tpicy,,,,0 and the lemma says that the tangent space is additive.

Now we are ready to prove the theorem.

Proof of Theorem[7.]] For simplicity, we will assume that k = k. To prove this, we will consider
other k-schemes Z. We will prove the theorem (a) where Z = Spec A and A is a finite local k-
algebra, and then consider the case (b) where Z = Spec A and A is a Noetherian local k-algebra,
and then consider the general case (c).

(a) Let Z = Spec A, A a finite local k-algebra, so z € Z is a possibly non-reduced point. We
proceed by induction on dimg A > 1. If dim A = 1, then Z = Speck, so X XY x 22 X XY X Z,
so we are done.

Otherwise, there exists a one dimensional ideal I C A with dimgy I =1,s0i=k-t C A. (Recall
that k = k, so we can’t have A = a finite field extension). Let Z; = Spec A/I, and we have that
dimg A/I = dimy A—1. Thus we can assume by induction that £|x xy xz, is trivial. By the lemma,
we have an exact sequence

0 ————— HY(X xY,0xxy —————— Pic(X XY x 2) £ Pic(X xY x Z3)

I | |
0 —— HY(X,0x)® H'(Y,0y) —— Pic(X x Z) ® Pic(Y x Z) —— Pic(X x Z;) @ Pic(Y x Z)

The Kiinneth formula and the fac that H°(X,Ox) = H(Y,Oy) = k because X and Y are
proper, gives an isomorphism H'(Ox) ® H'(Oy) = H*(X x Y,Oxxy), which is an inverse to
a. So a is an isomorphism. Recall that £ € Pic(X x Y x Z), and by assumption we have that
b(L) = ¢(L) = 0. Thus by a routine diagram chase we have that £ is trivial.

(b) Now let Z = Spec A, with (A, m4) a local Noetherian k-algebra. Let Z,, = Spec A/m"; for
n > 1, then A/m" is finite, so by (a), L|xxyxz, is trivial for all n.
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From base change, there exists finite modules @), Q' such that for all A — B,

H(X xY x Z)p,Lp) = Homx(Q, B)
HY((X xY x Z)p, LY,) = Homa(Q', B) (7.16)

As L] xxy x> =20 is trivial, we know that @, Q' are acyclic (why?). Then for alln > 1, as L] xxyxz,,
is trivial, we have that Q@ @ A/m" = A/m’;. So

anng(Q) C mmﬁ = {0}, (7.17)

s0 Q =2 A=(@Q'. So by the seesaw theorem L2 0Oxxyxz as X XY is proper.

(c) Now, let Z be a variety. Then (b) implies that £|xxyxspeco, . is trivial. As SpecOz .
contains the generic point of Z, and the set of 2/ € Z such that L£|xxyx. is trivial is closed,
Ll xxyxz is trivial for all 2’ € Z, so as L|,xyxz is trivial, £ is trivial by the seesaw theorem

O

We give some nice corollaries. The following is the form of the Theorem of the Cube which we
use most often, however it is not any easier to prove than the full thing.

Corollary 7.8. Let X be an abelian variety over k, Y any k-scheme, and f,g,h :' Y — X mor-
phisms. Let L be a line bundle on X. Then

M=Msgn=+g+h)Le(f+9) LY @(f+h)LY @(g+h)L @fLOgLL
(7.18)

is trivial, so congruent to Oy .

Proof. First consider Y = X x; X x; X, and (f,g,h) = (pr$,pr3,pr3) : X x X x X — X. This is
a sort of “universal case” of the problem. Then M|xxxxe = ¢*M, where

g: X XX > XxXxX
(,9) = (z,y,€) (7.19)

We have that (pr} + prj + pr3) og = (pr§ + pr3) oqg = m as we send (z,y) — x +y. We can perform
similar calculations for the other terms to determine that

M‘XxXxe :e*ﬁgOXxXxegoXxX~ (7'20)

So by symmetry, M|xxexx = M|xxxxe = Oxxx, s0 by the theorem of the cube, M =2 Oxy xx x-
For general f,g,h:Y — X, we have that

Mf,g,h = (fvg>h)*M‘pr1,pr2,pr3 (721)
so this is trivial. O

We give two more consequences. The next theorem is better names the “theorem of the paral-
lelogram”, as we can draw a parallelogram with vertices e, x,y,z + y.
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Theorem 7.9 (Theorem of the square). Let X be an abelian variety, z,y € X (k), L € Pic(X).
Then
Ty LT LT LoLY. (7.22)

Proof. TakeY = X in Corollary and take f =z : X — Speck = X, g=y: X — Speck & X,
and h =idy : X =+ X. Then f+h =Ty, g+ h =Ty, f+g+h ="Tpy, [+ g is the constant
function x + y, and if p: X — X is constant (so it factors through Speck, then p*£ = Ox). Then
applying Corollary [7.§] gives the theorem. O

Corollary 7.10. Let X be an abelian variety, and n € Z, and let [n] : X — X be the “multiplication
by n” morphism. Let L € PicX. Then

n(n+1) n(n—1)

M L=L% 2 ®@EL)® =z (7.23)
where i = [—1] : X — X is the inverse morphism. In particular, if L = i*L, so L is symmetric,
then ,

[n]*L = L&, (7.24)
If £V = i*L, so L is antisymmetric, then
[n]*L = LO™. (7.25)

Proof. We proceed by induction. Its a mess. Check both 0 and 1, as we need n — 1 and n — 2 to
prove n. The same argument works for negative n. O

8 The Picard group of an abelian variety

Pic(X) is an abelian group under ®o, with inverse £ — £V, and unit Ox. It is contravariant, so
if f:X — Y, then f*: Pic(Y) — Pic(X) is a group homomorphism for all schemes X,Y. It is
convenient to work over k sometimes. The next proposition tells us that we lose no information by
doing so.

Proposition 8.1. Let X be a proper k-variety. Then Pic(X) — Pic(Xy) is injective, where
Xz = X xy, Speck.

Proof. Suppose we have £ € Pic(X) such that £ = Ox,_ € Pic(Xp) is trivial. We want to show
that £ is trivial, so £ = Ox.

But £ = Ox if and only if HY(X, L) # 0 and H°(X, L") # 0 by Sheet 3, question 10 and this
is true if and only if H(Xy, L) # 0 and H°(X, £%) # 0 by flat base change, and this is true if
and only if £ = Ox,. O

Next we use the theorem of the square and other things to show that there exists a surjection
X (k) — Pic’(X3) with finite kernel, where Pic”(X7) is a subgroup of Pic(X7).
From now on, except when otherwise stated, assume that k = k.

Proposition 8.2. Let X be an abelian variety, and L a line bundle on X. We have that
(i) For x € X(k), set or(x) =TiL® LY € Pic(X). Then ¢ : X (k) — Pic(X) is a homomor-
phism.
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(ii) Set K(L) :=kero, C X (k). If we set
Pic’(X) == {L£ € Pic(X) | ¢r = 0} = {£ € Pic(X) | Vo € X(k), T;L=L}  (8.1)
then Pic®(X) is a subgroup of Pic(X), and we set
NS(X) := Pic(X)/ Pic’(X), (8.2)
the Neron-Severi group on X.

Note that as k = k, X(k) is in bijection with the closed points of X. In general, define

@ : X(k) — Pic X in the same way.
Proof. (i) We calculate ¢z (z +y) = pc(z) + ¢ (y) directly using the Theorem of the Square.
(ii) We have that
peam(@) =T (Lo M) @ (Lo M)
= ¢c(@) +pm() (8.3)

as T : Pic(X) — Pic(X) is a homomorphism.
So L +— ¢, is a homomorphism

Pic(X) — Hom(X (k), Pic(X)) (8.4)
whose kernel is Pic?(X). O

Definition 8.3. Let £ € Pic(X). Define A(L) = m*L @ pri LY @ pri LY, the Mumford line bundle
on X X X, where m : X x X — X is the group law.

Proposition 8.4. (i) For all x € X(k), we have that A(L)|xxz = AML)|axx = TiL @ LY =
wr(x) and
KL)={ze X(k) | AL)|xxz 2 Ox.} (8.5)

(ii) £ € Pic®(X) if and only if A(L) = Oxx, x-
Proof. (i) Let © € X (k). Consider the map (idx,x) : X — X x X with image X x z. Then
mo (idx,z) =T,
pr;o(idy,z) =idx
pryo(idx,z) =x
(8.6)
50 A(L)|xxe = (idx,z)*A(L) =T;L® LY ® O = A(L)|zxx by symmetry, as X is commutative.
The second part of the claim follows by definitions.
(ii) We have that A(L)exx = Ox, so by the Seesaw Theorem A(L) 2 Oxxx if and only if

Vo € X(k), A(L)|xxe = Ox. This is true if and only if for all z, pz(x) = 0, and this is true if and
only if £ € Pic’(X) by definition. O

Proposition 8.5. (i) For all £ € Pic(X), im ¢, C Pic’(X).
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(i) If £ € Pic®(X), then i*L = LY, where i* = [-1] : X — X is the inversion map.
Proof. (i)Let M = pp(x) =TrL® LY, for L € Pic(X) and « € X (k). Then for all y € X (k),
pu(y) = Ox (8.7)

by the Theorem of the square (just calculate), so M € Pic’(X).
(i) Let £ € Pic®(X). Then by Proposition

m*L = pr] L pry L. (8.8)

Consider the “co-difference” morphism d : X — X x X sending = — (x,—z). We have that mod
is the constant morphism e : X — X, so

d*m*L = Ox. (8.9)

Thus by , we have that
Ox =d"(priLRprs L) = LRI*L. (8.10)
O

This looks like the elliptic curve group law. A good exercise is to work everything out an elliptic
curve, as in that case the line bundles correspond to closed points. Our goal is to show the following.

Theorem 8.6. If L is ample, then K (L) is finite and
wr: X (k)/K(L) = Pic’(X). (8.11)

Proposition 8.7. Let L € Pic(X), and K(L) C X (k). Then there exists a unique reduced closed
subgroup scheme Z C X such that K(L) = Z(k) and

AL)|xxz =Oxxz (8.12)

Proof. Let
Z = {SIJ eX | A(‘C)|X><x = OXXSpeck(z) (813)

for all points z € X (not necessarily closed). Then Z C X is a closed subset by Sheet 3, Question
10, and by Proposition K(L) = Z(k). Give Z the reduced subscheme structure. By the Seesaw
Theorem [7.2on X x Z, since A(L)|exx = Ox = A(L) x o for all z € Z(k), we have that A(L)|xxz
is trivial. It remains to check that Z is a subgroup scheme.

As k =k and Z is reduced, Z = |J Z; is a union of k-varieties, so Z x Z = | J Z; x Zj is reduced,
as Z; x Zj is a variety (this does not work if & is not algebraically closed).

Consider the inclusion followed by the shear map:

ZxZes X x X P2 xo x (8.14)
As (m,pry) is an isomorphism, and Z(k) = K(L) is a subgroup of X (k), the image of Z x Z
under the above composite morphism is a reduced closed subscheme of X x X whose k-points are
Z(k) x Z(k). So Z x Z =2 Z x Z under the morphism (x,y) — (m(z,y),z), so Z is a subgroup
scheme as for all k-algebras R, Z(R) C X (R) is a subgroup. O
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Remark 8.8. (i) In fact, there exists a closed subgroup scheme K(£) C X (not necessarily
reduced), such that for all closed subschemes S C X,

A(£)|X><Sg0)(><s (8.15)

if and only if S C K(L£). Further, we have that Z = K(£)™%. This is a sort of infinitesimal
expansion of Z.

(ii) In particular, if K(L£) is infinite, then there exists a nonzero abelian subvariety Y C X such
that Y (k) C X (k). We can take Y to be the irreducible component of Z containing e, and
this will be an integral closed subgroup variety of proper X, hence an abelian variety.

Now, let D > 0 be an effective divisor on an abelian variety X/k with k = k. So
D= nDi, n;>0, (8.16)
i=1

and each D; is a codimension 1 subvariety (an integral closed subscheme). Because X is smooth
over k, Weil divisors are the same thing as Cartier divisors. Define

H(D)={z € X(k) | T:D = D} (8.17)

where by T* D = D we mean that the divisors on both sides are the same. Note that T)D = T_, (D).
So as Ox(TxD) =T Ox (D), H(D) is a subgroup of

K(Ox(D)) = {x € X(k) | T;Ox (D) = Ox(D)}. (8.18)

It turns out that like K (L) (c.f Proposition[8.7), H(D) is the k-points of a closed subscheme of X,
for a much simpler reason. In fact, if Y C X is any closed subset, and z € X (k), then T,(Y) =Y
if and only if for all y € Y (k),  + y € Y (k) as the k-points are dense. This is true if and only if

ze [ {zeX|(z,y) em™(V)}
yeY (k)

= () (X x{yynm (Y)), (8.19)
yeY (k)

and this last set is closed because X x {y} and m~!(Y) are closed, so after projection we take the
intersection of a bunch of closed sets.

Theorem 8.9. Let D be an effective divisor on X, L = Ox (D). The following are equivalent:
(i) L is ample.

(i) K(L) is finite.

(ii) H(D) is finite.

Proof. (ii) = (iii) as H(D) C K(Ox(D)).
(i) = (ii): Suppose L is ample and K (L) is infinite. Then K (L) D Y (k) for a nonzero abelian
subvariety Y of X, as K(L£) is the closed points of a subgroup scheme (see Remark (ii)). As

55



L]y is ample, we may assume Y = X. Then K(£) = X (k). So £ € Pic’(X) = {£ | oz = 0} and
so by Proposition (ii), i*£ = LY. So LV is ample, so L ® LY = Ox is ample. This means that
X is a point, as HY(X,0%") = k for all n, and since Ox is ample, k generates Ox, so dim X = 0.
This is a contradiction as we assume that K (L) was infinite.

(iii) = (i): Consider £L®? = Ox(2D) 2 T: L T* L = Ox(T:D +T*,D) for all x € X (k)
by the Theorem of the square So for all z € X (k), there exists s, € H°(X,£%?)\ {0} such
that div(s,) = T;D + T* D (the canonical section).

We want to construct a map f : X — PV given by H°(X, £%?). For any y € X (k), s,(y) = 0 if
and only if y € T; DUTZX D if and only if one of y £z € D if and only if x € Ey = T;D U T D.
So for all x € (X \ Ey)(k), s.(y) # 0. In particular, for all y € X (k), there exists s € HO(X, L®?)
such that s(y) # 0. So £L®? gives a morphism f : X — PJ such that f*Opn (1) = L2

We claim that f has finite closed fibers, so that f~!(p) is finite for all p € PN (k). Suppose
f(y) = f(y) for some y,y’ € X (k). Then Vs € H(X, £L®?), either s(y) = 0 = s(y'), or s(y) # 0 #
s(y"). In particular, if € E,(k), then s,(y) = 0 so s;(y’) = 0. Thus E, C E,s (closed points are
dense), so B, = E, as closed subsets of X by symmetry.

So if f does not have finite fibers, then there exists an irreducible Y C f~1(p), p € P& with
dimY > 0 and such that for all y,y’" € Y (k),E, = E,. This implies that for every irreducible
component D' of D, TyD' = T;,D’ because T,y D" = TyD', and E, = Ey so TyD Ui*T;D =
T, DUi*T,;, D and Y is connected (?77).

SoTyD =T, D,soy—y € H(D), so H(D) is infinite, a contradiction. Thus f has finite fibers.
Our claim implies that £ is ample by Zariski’s main theorem, which says that if f is proper and
has finite fibers, then f is finite.

Thus f is finite. It is a general fact that f.(F ® f*¢) = f.F ® £ for very general £. Since
f*Opn (1) = L, we have that HP (X, F @ L") = HP(P", f.F ® Opn(n)) = HP(P", (f.F)(n)) which
vanishes if p > 0 and n > 0 for any coherent F on X, so £ is ample by Serre’s criterion O

Corollary 8.10. Any abelian variety over any base field k is projective.

Proof. Let U C X be any open affine, and let D = X \ U with the reduced subscheme structure.
By Sheet IV, D is a divisor. We want to show that £ = Ox(D) is ample. By Serre’s criterion
Proposition (iv) and flat base change, it is enough to show that £ is ample on X7.. So assume
k=k.

It is enough to show that H(D) is finite. If € H(D), then T, (D) = D, so T,,(U) = U. So we
may assume (translating if necessary) that e € U(k). This implies H(D) C U(k) since H(D) is a
subgroup. If H(D) is infinite, there exists a closed subscheme Y C X of dimension greater than 0
with Y (k) € H(D). So then Y (k) C U(k),so Y C U as the closed points are dense. As Y is proper
of positive dimension and U is affine, this is impossible. O

Corollary 8.11. Let X/k be an abelian variety and n > 1. Then ker([n] : X(k) — X (k)) is finite,

[n] : X — X is surjective, and the group X (k) is divisible.

Proof. We can assume that k = k. Suppose ker[n] is finite. If 2,2’ € X (k), then [n](z) = [n](z’)
if and only if 2’ — z € ker[n]. So for all y € X (k), the fiber [n]~1(y) is finite. If we base change
from k to k(y), then the same holds for any y € X, so [n] has finite fibers, so as it is a morphism
between varieties of the same dimension, it is dominant (the scheme-theoretic image of [n] will be
a subvariety of dimension equal to dim X, hence dense). As X is proper, [n] is proper, so [n] is
surjective (the image of X is a closed dense subset of X, which must be X).
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Then for all y € X (k) and all n > 1, there exists © € X (k) with nx =y, so X (k) is divisible.

Thus we just need to show that ker[n] is finite. Let £ € Pic(X) be an ample line bundle.
Replacing £ by £ ® i*L if necessary, we may assume that £ = i*£ is symmetric. If ker[n] is
infinite, then there exists V' C X a subvariety of dimension n > 0 with [n](V) = {e} and thus the
composite map V — X ﬂ) X factors as V' — Speck < X, so the restriction of [n]*L to V is
trivial. But [n]*L = £en by Corollary and L is ample, so Oy is ample, so Oy is affine and

hence 0-dimensional as it is proper. O

This implies that [n] : X — X is a finite morphism (as in the proof of 777).

As [n] is a morphism between smooth varieties of the same dimension, it is flat by miracle
flatness.

So [n].«Ox is therefore a finite flat Ox-module, hence is locally free, whose rank is (by definition)
the degree of n.

Theorem 8.12. We have that deg[n] = n?9, where g = dim X. In particular, # ker[n](k) < n?9.

Proof. We use Hilbert polynomials. Assume that £ € Pic(X) is symmetric and very ample, so it
determines a closed immersion X < PV. Consider F = [n].Ox, which is a coherent sheaf on X.
What is its rank?

By Proposition [5.23] we have that

P(X,[n],Ox,t) = deg[n]Px(t) + O (127 1) (8.20)
and deg Px = g = dim X. We have that [n] : X — X is finite, so for all m € Z,
HO(X, [n].0x ® L™) = HO(X,0x ® [n]*L™) = H(X, L&™"). (8.21)
Thus for m > 0 we have that (why?7?)

deg[n]Px (m) = Py([n].Ox,m) + O (m?~")

— dim H(X, [n].Ox @ L) + 0 (m?™")  =dim H(X, L™ ) + O (m?™")
= Px(mn*)+ 0O (m?™"). (8.22)
As deg Px = g, we have that deg[n] = n?9. O

In fact, it’s easy now to show that if n is invertible in k = k, then
ker[n] 2 (Z/n)%9 (8.23)
the constant group scheme.
Theorem 8.13. Let k =k and let £ be an ample line bundle. Then
or : X(k) — Pic’(X) (8.24)
18 surjective.

The theorem tells us that Pic’(X) = X (k)/K (L£). Using this, one can give Pic’(X) the structure
of an abelian variety of the same dimension of X, the dual abelian variety.
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Proof. Let M € Pic’(X), and assume that M ¢ im .. We will compute the cohomology of
F =A(L) ®pr; MY € Pic(X x;, X) (8.25)

in two different ways, by “slicing horizontally and vertically”.
First we slice horizontally « € X (k). Then

Flxxe =AML)|xxz @MY =Ts @ LY @ MY = pr(z) @ MY € Pic”(X). (8.26)
By assumption (since M ¢ im,), F|xxz # Ox. So by Sheet IV Question 7,
HP (X, Flxxaz) =0 (8.27)

for all p > 0 and for all x € X (k).

This shows that for all open affines U C X, HP(X x U, F|xxvu) = 0 by Corollary for the
map X xU — U. So HP(X x X, F) =0 for all p > 0 by iterated Meyer-Vietoris (Sheet II Question
5).

Now we slice in the other vertically:

Floxx EAML)|exx =TIL LY € Pic’(X). (8.28)

If x € X(k)\ K(L), then Fl.xx = ¢r(x) 2 Ox so by the same argument as in the horizontal case
HP?(X, Flsxx) = 0. For for all open affines U C X \ K(£),

HP(U x X, Flxxx) =0 (8.29)

for all p > 0.

As X is projective, there exists an open affine V. C X with V O K(L£). For instance, if
dimX > 0, let V be the complement of any hyperplane not meeting the finite set K(L£). If
dim X = 0 then everything is trivial.

By Sheet 2 Question 5 again, HP(V x X, Flyxx) = HP(X x X, F) =0 for all p > 0. Then by
Corollary again, for all z € V(k), HP(X, Flzxx) =0 forall p > 0. But e € K(£) C V, and
HO(X, Flexx) = H(X,Ox) = k.

O
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